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Preface

This volume contains the proceedings of the Tenth International Workshop on
Graph Computation Models (GCM 2019*). The workshop was held in Eind-
hoven, The Netherlands, on July 17th, 2019, as part of STAF 2019 (Software
Technologies: Applications and Foundations).

Graphs are common mathematical structures that are visual and intuitive.
They constitute a natural and seamless way for system modelling in science,
engineering and beyond, including computer science, biology, business process
modelling, etc. Graph computation models constitute a class of very high-level
models where graphs are first-class citizens. The aim of the International GCM
Workshop series is to bring together researchers interested in all aspects of
computation models based on graphs and graph transformation. It promotes
the cross-fertilizing exchange of ideas and experiences among senior and young
researchers from the different communities interested in the foundations, appli-
cations, and implementations of graph computation models and related areas.

Previous editions of GCM series were held in Natal, Brazil (GCM 2006),
in Leicester, UK (GCM 2008), in Enschede, The Netherlands (GCM 2010), in
Bremen, Germany (GCM 2012), in York, UK (GCM 2014), in L’Aquila, Italy
(GCM 2015), in Wien, Austria (GCM 2016), in Marburg, Germany (GCM 2017)
and in Toulouse, France (GCM 2018).

These proceedings contain seven accepted papers and an introduction to the
panel discussion dedicated to the Analysis of Graph Transformation Systems.
All submissions were subject to careful refereeing. The topics of accepted papers
range over a wide spectrum, including theoretical aspects of graph transforma-
tion, verification and parsing techniques as well as application issues of graph
computation models. Selected papers from these proceedings will be published
online by Electronic Proceedings in Theoretical Computer Science (EPTCS,
http://www.eptcs.org/).

We would like to thank all the people who contributed to the success of
GCM 2019, especially the Program Committee and the additional reviewers for
their valuable contributions to the selection process as well as the contributing
authors without whom this volume would not exist. We would like also to
express our gratitude to all members of the STAF 2019 Organizing Committee.

July, 2019 Rachid Echahed and Detlef Plump
Program chairs of GCM 2019

LGCM2019 web site: http://gem2019.imag.fr
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Transformation of Turing Machines into
Context-Dependent Fusion Grammars

Aaron Lye

University of Bremen, Department of Computer Science and Mathematics
P.O.Box 33 04 40, 28334 Bremen, Germany

lye@math.uni-bremen.de

Abstract. Context-dependent fusion grammars were recently introduced
as devices for the generation of hypergraph languages. In this paper, we
show that this new type of hypergraph grammars, where the application
of fusion rules is restricted by positive and negative context conditions,
is a universal computation model. Our main result is that Turing ma-
chines can be transformed into these grammars such that the recognized
language of the Turing machine and the generated language of the cor-
responding context-dependent fusion grammar coincide up to represen-
tation of strings as graphs. As a corollary we get that context-dependent
fusion grammars can generate all recursive enumerable languages.

1 Introduction

In 2017 we introduced fusion grammars as generative devices on hypergraphs [1].
They are motivated by the observation, that one encounters various fusion pro-
cesses in various scientific fields like DNA computing, chemistry, tiling, fractal
geometry, visual modeling and others. The common principle is, that a few
small entities may be copied and fused to produce more complicated entities.
For example, the fusion of DNA double strands according to the Watson-Crick
complementarity is a key operation of DNA computing (see, e.g. [2,3]). Similar
effects can be seen in the iteration of some fractals (see, e.g., [4]), can be found
in mosaics and tilings (see, e.g., [5]), or in the area of visual modeling where
a spectrum of diagrams is composed of some basic forms. However, it seems
that the generative power of fusion grammars is limited (cf. [1,6]) and that they
are insufficient whenever context, regulation or regularity is required. There are
numberous examples of fusion processes restricted to certain conditions, e.g. the
presence enzymes accelerating chemical reactions. In [7] we introduced context-
dependent fusion grammars as a generalization of fusion grammars. The basic
entities are provided by the start hypergraph. The fusion is done by means
of context-dependent fusion rules. A context-dependent fusion rule consumes
two complementary hyperedges and identifies the attachment vertices provided
that certain positive and negative context conditions are satisfied. It turns out,
that context-dependent fusion grammars are powerful enough to simulate Tur-
ing machines. We construct a transformation of Turing machines into context-
dependent fusion grammars in such a way that the recognized language of the



Turing machine and the language generated by the corresponding grammar co-
incide up to representation of strings as graphs.! The key of the transformation
is to simulate a step of the Turing machine by a sequence of applications of
fusion rules. As a corollary we get that context-dependent fusion grammars can
generate all recursive enumerable languages.

Relating computational models to Turing machines is an old and established
approach which can be found in most foundations textbooks in theoretical com-
puter science. Moreover, it is well known that graph transformation in general
is Turing-complete. In 1978 Uesu presented a system of graph grammars that
generates all recursively enumerable sets of labeled graphs (cf. [8]). Furthermore,
asking “what programming constructs are needed on top of graph transformation
rules to obtain a computationally complete language” [9] is not a new question.
Habel and Plump also presented a graph program that simulates a Turing ma-
chine (cf. [9]). With respect to variants of fusion grammars many questions are
open due to the novelty of the approach. However, in [10] it is shown that fusion
grammars with additional rules for the inverse operation to fusion can simulate
Chomsky grammars and connective hypergraph grammars.

The paper is organized as follows. In Section 2, basic notions and notations of
hypergraphs are recalled. Section 3 and 4 recall the notions of Turing machines
and context-dependent fusion grammars, respectively. Section 5 presents the
reduction of Turing machines to context-dependent fusion grammars. Section 6
concludes the paper pointing out some open problems. All the proofs are omitted
due to the lack of space.

2 Preliminaries

We consider hypergraphs the hyperedges of which have multiple sources and
multiple targets. A hypergraph over a given label alphabet Y is a system H =
(V,E,s,t,lab) where V is a finite set of vertices, E is a finite set of hyperedges,
s,t: E — V* are two functions assigning to each hyperedge a sequence of sources
and targets, respectively, and lab: E — X is a function, called labeling. The
components of H = (V, E, s, t, lab) may also be denoted by Vi, Fn, sm, tg, and
laby respectively. The class of all hypergraphs over X is denoted by H .

Let pr: V* x N — V be defined as pr(vivs ...v,, 1) = v; if 1 < i < n, where
n is the length of the sequence. It is undefined otherwise.

Let H € Hy, and let = be an equivalence relation on Vg. Then the fu-
sion of the wvertices in H with respect to = yields the hypergraph H/= =
(Vu/=,Eu,sm)=,tu/=, laby) with the set of equivalence classes Vi /= = {[v] |
v e Vy}and sy/=(e) = [v1] - [vr,], ta/=(€) = [wi1]- - [wy,] for each e € Ey

with sg(e) =v1 -+ vk, ta(e) = wy - wg,.

! Instead of Turing machines some other equivalent computational formalism could
be chosen, e.g. Petri nets with inhibitor arcs which would be an extension of the
transformation presented in [7]. In the considered approaches the transformations

were technical and of similar complexity. Turing machines have the advantage of
being an established and well known computational model.



Given H,H' € Hsx, a hypergraph morphism g: H — H' consists of two
mappings gy : Vg — Vg and gg: Eg — Eg such that sy (ge(e)) = gi-(su(e)),
ta(ge(e)) = g3 (tu(e)) and laby (gr(e)) = labm(e) for all e € Ep, where
gy Vi — Vi, is the canonical extension of gy, given by g{ (vi -+ - v,) = gy (v1)
gy (vy) for all vy -+ v, € V.

Given H,H' € Hyx, H is a subhypergraph of H', denoted by H C H’, if
Vu C Vi, Eg C Egs, su(e) = su/(e), tu(e) =tu(e), and laby(e) = laby (€)
for alle € Ey. H C H’ implies that the two inclusions Vi C Vi and Ey C Eg
form a hypergraph morphism from H — H'.

Let H € Hy as well as V C Vg and E C Egr. Then the removal of (V, E)
from H' given by H = H' — (V,E) = (Vg — V,Eg: — E,sg,ty,laby) with
su(e) = s (e), tg(e) = ty(e) and laby(e) = laby:(e) for all e € Exgy — E
defines a subgraph H C H' if sy/(e),tmg/(e) € (Vg — V)* for alle € By — E.
Let H € Hy, H' CH.Then H—- H = H — (VH/,EH/).

Let H € Hy and H' = (V/,E', s/, ": E' — (Vg + V')*,lab’: E' — %) be
some quintuple with two sets V’/, E’ and three mappings s’,¢ and lab’ where
+ denotes the disjoint union of sets. Then the extension of H by H' given by
H'"= (Vg + V' ,Eg+ E',s,t,lab) with s(e) = sp(e), t(e) = tm(e) and lab(e) =
labg (e) for all e € B as well as s(e) = s(e), t(e) = t'(e) and lab(e) = lab’(e)
for all e € F’ is a hypergraph with H C H".

Let H € Hyx and let att(e) be the set of source and target vertices for
e € Ey. H is connected if for each v,v' € Vy, there exists a sequence of triples
(v1,e1,w1) ... (Un,en,wy) € (Vg X Eg x Vg)* such that v = vy,v" = w, and
v, w; € att(e;) fori =1,...,n and w; = v;4q for ¢ = 1,...,n — 1. A subgraph
C of H, denoted by C C H, is a connected component of H if it is connected
and there is no larger connected subgraph, i.e., C € C' C H and C’ connected
implies C' = C’. The set of connected components of H is denoted by C(H).

Given H,H' € Hx, the disjoint union of H and H' is denoted by H + H'.
Further, k - H denotes the disjoint union of H with itself k£ times. We use the
multiplication of H defined by means of C(H) as follows. Let m: C(H) — N be
a mapping, called multiplicity, then m - H = ZCEC(H) m(C) - C.

A string can be represented by a simple path where the sequence of labels
along the path equals the given string. Let w = z7 ...z, € X* for n > 1 and
x; € X fori=1,...,n. Let [n] = {1,...,n}. Then the string graph of w is
defined by sg(w) = ({0} U[n], [n], Sw, tw, laby,) with s, (i) = (i—1),t, (i) = i and
lab(i) = z; for i = 1,...,n. The string graph of the empty string ¢, denoted by
sg(g), is the discrete graph with a single node 0. Obviously, there is a one-to-one
correspondence between X* and sg(X*) = {sg(w) | w € X*}.

3 Turing Machines

In this section, we shortly recall the notion of Turing machines (see, e.g., [11,12,13])
and their recognized languages. We consider Turing machines with a designated
start and accept state and one two-sided infinite tape.



Definition 1. 1. A Turing machine is a system TM = (Q, 2, I, A), where Q is
a finite set of states with two designated different states gstort and gaecept,
{2 is the input alphabet, I" is the tape alphabet with 2 C I"and O € I"\ {2,
where O is the blank symbol, and A C (Q\ {qaccept}) X I' x I' x {l,n,7} X Q
is the transition relation.

2. conf(TM) = Q x (O - I'*) x I' x (I'* - O%) is the set of configurations,
where [J*° denotes an infinite sequence of [l-symbols.

3. A step of TM is defined by the relation 75 C conf(TM) x conf(TM):

(p au, @, B) Frar (¢, @, u, yB) if (p,2,y,l,q) € A
(paaaxaﬂ) FTM (Q:anyvﬂ) if (pw'ff',%naQ) €A
(p,a7$7u6) I_TM (q,ay,’lhﬁ) if (p,x,y,r,q) € A

4. A computation of TM is a potentially infinite sequence of configurations
o, C1, . .. where cg = (gstart X 0% x z x S0°) for some z € I', 3 € I'* is the
start configuration, and ¢; Frps ¢;41 for all i € N.

5. The recognized language of TM is defined as

L(TM) = {w e | (QStartaDoovsz/) Sy (qacceph[looa,y,ﬂ[]m)},

where either z = O and v’ = O% if w = ¢, i.e., the empty string, or
r=w; and w =ws... w,O® if w=wiws... w, #¢; a,8 € '*,y €I are
arbitrary.

Remark 1. 1. (p,x,y,dir,q) € A means if the Turing machine is in state p and
reads the symbol = than it can replace xz by y and move the (read/write)
head to the left if dir = [, to the right if dir = r or leave the head stationary
if dir = n. Afterwards the machine is in state q.

2. A configuration is of the form (g, o, z, 8) which means the machine is in state
q, reads currently the symbol z and the contents of the tape to the left and
right of the head are o and 3, respectively.

3. A computation is finite if a halting configuration is reached, i.e., if there is
no possibility of continuing the computation. If the machine enters the state
Qaccept, then it accepts the input.

4. The recognized language consists of all strings for which a computation exists
such that the machine enters the accepting state gqccept-

4 Context-Dependent Fusion Grammars

In this section, we recall context-dependent fusion grammars introduced in [7].
Context-dependent fusion grammars generate hypergraph languages from start
hypergraphs via successive applications of context-dependent fusion rules, mul-
tiplications of connected components, and a filtering mechanism. A fusion rule
is defined by two complementary-labeled hyperedges and positive and negative
context-conditions. Such a rule is applicable if both the positive and negative
context-conditions of the rule are satisfied. Its application consumes the two
hyperedges and fuses the sources of the one hyperedge with the sources of the
other as well as the targets of the one with the targets of the other.
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Fig. 1: The fusion rule fr(A) with type(A) = (k1, ka)

Definition 2. 1. F C X is a fusion alphabet if it is accompanied by a comple-
mentary fusion alphabet F = {A| A€ F} C X, where FNF =(and A# B
for A, B € F with A # B and a type function type: FUF — (N x N) with
type(A) = type(A) for each A € F.

2. For each A € F with type(A) = (k1,k2), the fusion rule fr(A) is the hy-
pergraph, depicted in Figure 1, with Vi 4y = {vi,vj | i = 1,...,k1} U
{wj,w; | j= ].,...,kg}, Efr(A) = {B,E}, sf,.(A)(e) = U1 Uk, Sfr(A)(E) =
UL Uy Bpe(ay(€) = Wi Wy, tra)(€) = wh - wy,, and labgay(e) = A
and labfT(A)(é) = A.

3. The application of fr(A) to a hypergraph H € H 5 proceeds according to the
following steps: (1) Choose a matching morphism g: fr(A) — H. (2) Remove
the images of the two hyperedges of fr(A) yielding X = H—(0,{g(e), g(e)}).
(3) Fuse the corresponding source and target vertices of the removed hy-
peredges yielding the hypergraph H' = X/= where = is generated by the
velation {(g(v1) 9(t!)) | i = 1,....k} U {(g(w;),g(w)) | j = L...,ks}.
The application of fr(A) to H is denoted by H fﬁ) H' and called a direct

derivation.

4. A context-dependent fusion rule is a triple cdfr = (fr(A), PC, NC) for some
A € F where PC and NC are two finite sets of hypergraph morphisms with
domain fr(A) mapping into finite contexts defining positive and negative
context conditions respectively.

5. The rule cdfr is applicable to some hypergraph H via a matching morphism
g: fr(A) — H if for each (c: fr(A) — C) € PC there exists a hypergraph
morphism h: C — H such that h is injective on the set of hyperedges and
hoc = g, and for all (c: fr(A) — C) € NC there does not exist a hypergraph
morphism h: C — H such that hoc = g.

6. If cdfr is applicable to H via g, then the direct derivation Hd:fH’ is the

direct derivation H =— H'.
fr(A)

Remark 2. fr(A) and (fr(A),0,0) are equivalent. We use the first as an abbre-
viation for the latter.

Given a finite hypergraph, the set of all possible successive fusions is finite as
fusion rules never create anything. To overcome this limitation, arbitrary multi-



plications of disjoint components within derivations are allowed. The generated
language consists of the terminal part of all resulting connected components
that contain no fusion symbols and at least one marker symbol, where marker
symbols are removed in the end. These marker symbols allow us to distinguish
between wanted and unwanted terminal components.

Definition 8. 1. A context-dependent fusion grammar is a system CDFG =
(Z,F,M,T,P) where Z € Hp z runm 18 @ start hypergraph consisting of a
finite number of connected components, F' C X' is a finite fusion alphabet,
M C ¥ with M N (FUF) = 0 is a finite set of markers, T C X with
TN(FUF)=0=TnNM is a finite set of terminal labels, and P is a finite
set of context-dependent fusion rules.

2. A direct derivation H=— H' is either a context-dependent fusion rule ap-
plication H ?ﬁH " for some cdfr € P or a multiplication H =m: H for

some multiplicity m: C(H) — N. A derivation H == H' of length n > 0 is
a sequence of direct derivations Hy=— H; = ...=—= H,, with H = Hy and
H’' = H,,. If the length does not matter, we may write H — H'.

3. L(CDFG) = {rempy(Y) | Z==H,Y € C(H) N (Hrum \ Hr)} is the gen-
erated language where remp;(Y) is the terminal hypergraph obtained by
removing all hyperedges with labels in M from Y.

5 Transformation of Turing Machines into
Context-Dependent Fusion Grammars

In this section, we transform Turing machines into context-dependent fusion
grammars such that the recognized language of the Turing machine and the
generated language of the corresponding context-dependent fusion grammar co-
incide up to representation of strings as graphs. The construction uses a graph-
ical representation of Turing machines and simulates a step of the machine by
a sequence of context-dependent fusion rules. In our construction positive and
negative context conditions are needed to restrict the applicability of fusion rules
in order to obtain a correct and sound transformation. Some of the context con-
ditions derive directly from the semantics of a Turing machine. For example,
the step (p,au,z,8) Fry (g, ¢, u,yB) can only be applied if (p,z,y,l,q) € A,
the Turing machine is in state p and reads the symbol z. Other context condi-
tions are needed because (context-dependent) fusion rules can only consume two
hyperedges at a time.

Because the transformation is quite complicated we introduce the ideas step
by step. First, we introduce the tape graph representing the working tape as
well as the input to the Turing machine. Afterwards, we give a hypergraph
representation of Turing machines and configurations and demonstrate how a
step can be simulated by a sequence of context-dependent fusion rules. Finally,
the two constructions are combined and our main theorem is presented.
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Fig. 2: The extendable string graph . sg(f(acd))<

5.1 Tape graph

In our construction the tape is represented by an infinitely extendable tape
graph. We cut off the infinite [-strings to the left and to the right and add
O by rules if they are needed. Furthermore, due to technical reasons, the tape
graph contains two connected corresponding string graphs, where one is labeled
over the terminal alphabet 2 and the other is labeled over the fusion alphabet
I'y = (I'\2)+ 82, where £2; = {xf | z € 2}. This is because in fusion grammars
fusion alphabets and terminal alphabets are disjoint but {2 C I" by definition of
the Turing machine. The construction can be seen as having two tapes initially
with the same content, where the first tape is left invariant. If the machine halts
in the accepting state, then the content of the first tape is used as a contribution
to the generated language. Due to the construction of I'y we need a mapping
f: I — I'f defined by f(z) = zy, if x € £2, and f(z) = z, otherwise. The
mapping is defined for infinite strings because f((0°a1%°) = [0 f (), where
a=ay-a, with ag # O # «,,. For example, the infinite string (0 acb>® is
represented by the graph 1 sg(f(acb)) 4, depicted in Figure 2, where > and <1 are
fusion labels used for extending the string graphs sg(f(acb)). The fusion labels >
and < allow us to generate for each each 4,j € N the graph  sg(00° f (ach)() .

Definition 4. 1. Let a,8 € I',xz € INw € 2*. Let cut,>> and < be fusion
symbols with type(>>) = (0, 1), type(<) = (1,0), and type(cut) = (1,1), and
let sg(cut-w), be the string graph with an additional p-labeled loop attached
to the first vertex of sg(w). Then

L‘g(OJ?.T,’? 5711}) = (Dsg(f(awﬂ))ﬂ + SQ(CUt : w)u)/s(f(z))zs(cut)

where f(x) and cut are the respective labeled hyperedge in the two string
graphs. We call these graphs tape graphs.
(] »

2. As aspecial case we define the hypergraph tg(e, L,e,¢) = IEL.’L,. ,
where 1 ¢ I' is used for representing the absence of a symbol.

3. For each tg(a, z, B, w) define tg(c, z, 5, w)tape Which is tg(a, z, 8, w) with an
additional tape-hyperedge attached to the source vertex of the cut-hyperedge.

4. Let cut,r> and < be as before. Let Fy, = {tape, gen,cut, >, <} + I'y be a
fusion alphabet with type(tape) = (0, 1), and type(gen) = type(z) = (1,1)
for each x € I'y. Define

CDFGtg(va) = (Ztga tha {:u}’ 0, {fr(gen),fr(b),fr(Q)}),



-\ o—>o

v
ST Sl AL} e
(a) tapestart (b) tapes (c) tapeend
E'—)o—)@—)o <—o—>@—>o—>
(d) tapes (e) tapeq

Fig. 3: The connected components of the start hypergraph Z,.

where the start hypergraph Zi, = tapesiort + tapeend + Y. tapey + tapey +
TES?
tape 4 consists of the connected components depicted? in Figure 3.

Remark 3. The connected components tapegiqrt, tape, for x € 2 and tapecnq
and the fusion rule fr(gen) are used to generate the two connected corresponding
string graphs. The terminal-labeled string graph carries a marker hyperedge. The
two corresponding string graphs are connected via a hyperedge labeled cut. tapey.
and tapeq as well as the fusion rules fr(>) and fr(<1) are used to extend the
latter string graphs with [(J-labeled hyperedges an unbounded number of times.
The tape-hyperedge is later used for attaching the tape graph to a hypergraph
representation of a Turing machine and the cut-hyperedge is used to disconnect
the terminal- and marker-labeled string graph.

Ezample 1. Let 2 = {a,b,c} and I' = {a,b,c,0}. Then by definition
CDFGezample(Qv F) = (Zexampley {tapea gen, cut, >, <, afr, bf» Cfy D}v {N}7 Qa Ptg)
With Zezample = tapesiars +tapeend + tape, +tapey, +tape. +tapey +tape4 and
Py, denotes the set of context-dependent fusion rules specified in CDFG ., (12, T).
A derivation may be

Zeazample f(:> ) tapestarta + tapeend + tapey + tape. + taper + tape

= tapestartac T tapeend + tapey + taper + tapey
fr(gen)

— tapestartac + tapebend + tapeb + tap€<1
fr(gen)
= tg(e,a,cb,ach)iape + tapes + tapeg,
fr(gen)
where first tapesiqr¢+ and tape, are fused wrt the two complementary gen- and
gen-hyperedges yielding tapesiarta, then tapesiarta and tape. are fused yield-
ing tapestartac, then tapeqnq and tapey are fused yielding tapepenqd, and finally
tapesiartac and tapepenq are fused yielding tg(e, a, cb, ach)iqpe which is depicted
in Figure 4a.

2 We depict hyperedges with one source and one target with labels 2 € X\ F by
.T)._
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(a) tg(e,a,cb, ach)tape (b) obtained from tapeqcs

Fig. 4: Some hypergraphs derivable in CDFG egampie(£2, )

Another example is the hypergraph in Figure 4b. This hypergraph is deriv-
able because fusions within some connected component — in this case tapeqcp —
is possible. Note that the left connected component is terminal labeled. How-
ever, it does not contribute to the generated language because it lacks a marker
hyperedge.

Proposition 1. For eachtg((C?, z,w-00, w') where i, j € N and either x =1 and
w=w' =¢corz e R, we N* andw' = zw ezxists a derivation Z == tg(0", z,w-

Dj,w/)mpe m CDFGtg(Q,F)
Proposition 2. L(CDFG,(£2,I')) = 0.

If the cut-hyperedge in some tape graph is fused with the complementary
hyperedge in z 7 = 0—)0 (which is not present in Zy,) then this yields two
connected components one of which is sg(w), for some w € 2*.

Proposition 3. Let CDFG, 77(92, 1) = (Ziy + 2z, Fig, {1}, 2, Pyy), where
Py, = Pig U{fr(cut)}. Then L(CDFG; zz(£2,1")) = {sg(w) | w € 27}

5.2 A hypergraph representation of Turing machines and their
configurations

In the hypergraphical representation of a Turing machine, denoted by hg(TM),
vertices represent states and hyperedges between these vertices represent the ele-
ments of the transition relation, i.e., (p, z,y,dir,q) € Aimplies e € Ej4(7ar) With
s(e) = p,t(e) = q,lab(e) = x/y/dir. The tape graph is connected to hg(TM) by
a hyperedge with |Q| sources and one target, called head, where the sources are
the states of the Turing machine and the target is a vertex in the tape graph. The
order in which the states of the Turing machine are connected to the sources
of the head-hyperedge implements a permutation o. The head-hyperedge has
three purposes: (1) It is used to connect hg(TM) to a tape graph, (2) it signifies
the current state (specifically, the current state is the first source), and (3) it
points to the current symbol to be read. This connected component consisting
of the tape graph, the hypergraph representation of the Turing machine and the
head-hyperedge is used for representing configurations. Therefore, it is called
hypergraph representation of the configuration with adjunct w and permutation
o, where w is the terminal labeled string graph in the tape graph.
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Fig. 5: hg(qstartq29394959accept, 3, @, cb, acb) where the head-hyperedge is dashed.
Parallel edges are indicated by a comma-separated list in the labels in order to
clarify the drawing.

Definition 5. Let TM = (Q, 2, I', A) be a Turing machine.

1. Let g1 ---q|q| be a sequence of states of ), where each state occurs exactly
once. Define hg(TM,q1 - - - q|q|) = (Q + {Vnheaa}, {head} + A, s,t, lab), where
— s(head) = q1 ...q)q|, t(head) = vheqd, and lab(head) = head,
— s(8) =p, t(0) = q, and lab(d) = x/y/dir, where 6 = (p,x,y,dir,q) € A.
2. Let ¢ = (Q7DOO : o/,:v,ﬁ’ : DOO) € conf(TM)7 o = O/1 "'a;m O/l # D7 ﬂ/ =
B1--- B, B, # 0, let w € 2% let again cut be a fusion symbol with type
(1,1), and let sg(cut - w),, be the string graph with an additional p-labeled
loop attached to the first vertex of sg(w) C sg(cut - w),. Let q1---q|q| be
a sequence of states of @ where q; = ¢. Define hg(q: --- g, ¢/, 2,8 ,w) =
(hg(TM ,q1 -~ qiq))+tg(a’, 2, ' ,w)) /v,.0a=s(cut) Where cut is the cut-labeled
hyperedge. We call hg(q1---qq|, @, =, B',w) the hypergraph representation
of the configuration ¢ with adjunct w and permutation q1 - - - qq|-

Example 2. Easily one can construct a Turing machine which recognizes the
language {a™b™ | n > 0}. A hypergraph representation of the configuration
(Gstart, 30, a, cbd*°) with adjunct acb and permutation ¢startq2¢394459accept
is shown in Figure 5.

5.3 Simulating steps of a Turing machine by context-dependent
fusion rules

In order to simulate a step further connected components are needed. These
connected components encode the substitution of the symbol on the tape, the

10
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Fig. 6: Schematic drawings of connected components used for simulating a step
of a Turing machine

movement of the head and the transition to the next state. In order to move the
head to the left or to the right our construction takes both the current symbol
and the symbol to the left of the head into account. The relations of the Turing
machine can be seen as replacing or deleting the current symbol and (maybe)
inserting a new symbol left or right of the head. In the graph representation
this corresponds to deleting and inserting edges. These deletions and insertions
are done with respective fusions of complementary labeled hyperedges. The hy-
pergraphs in Figure 6a—6¢ are schematic drawings of the connected components
used for simulating a step of a Turing machine. The dots indicate that there are
|Q| vertices as sources. Two complementary head and head-hyperedges attached
to the same vertices are part of this connected component, where the order-
ing of the source attachments of the head-hyperedge implements a permutation
such that the first and ith source are swapped. Formally, these components are
defined as follows.

Definition 6. Let {head} + I'y be a fusion alphabet with type(head) = (|Q], 1)
and type(x) = (1,1) for each « € I'y. Let A = {«/y/dir | z,y € I,dir €
{l,n,r}}.
1. For each w € I'y,z/y/l € A,;i € N,0 < i < |Q)| define
C(u,z/y/l,i) = ({v1,...,vQ+3} 1€1,- -, €6}, 5,1, lab) where
— s(e1) = vivg v v, tler) = vjg|41, lab(er) = head
— s(e2) = viva - v1 -V, tle2) = vg|+1, lab(ez) = head
s(e3) = t(es) = vjg|+1, lab(es) = uy
— s(e4) = vig|+1, t(ea) = viq|+3, lab(es) = ug
— s(es) = vjg|+1, tles) = v|qQ|42, lab(es) = Ty
— s(es) = vig|+2, t(ea) = vig|13, lab(es) =y .
2. For each z/y/n € A,i € N,0 <14 < |Q| define

C(—,z/y/n,i) = ({v1,...,vq+2},{e1,- -, e}, s,t, lab) where
— s(e1) = vivg v vq|, t(er) = vg|41, lab(er) = head

— s(e2) = vivg - -v1 Y|, tez) = vg|41, lab(ez) = head

— s(e3) = s(ea)vjgl+1, t(es) = t(es) = v|qQ|42, lab(e3) = yy, lab(es) =Ty .
3. Foreach u € I'y,z/y/r € A,i € N,0 < i <|Q)| define

C(u,z/y/r,i) = ({v1,...,vQ1+3},{e1,.--,e6}, 5, t, lab) where

11



— s(e1) = vivg v vq|, tler) = vg|42, lab(er) = head
= s(e2) = vz v1 v, tez) = vQpt2, lab(ez) = head
(e3) = t(e3) = vjg|+2, lab(es) = T
(
(

I
w

— s(e4) = vig|+1, t(ea) = vig|+3, lab(es) = ug
— s(es) = vjg|+1, tles) = v|qg|42, lab(es) = Uy
— s(e6) = vjg|+2, tlea) = v|qg|43, lab(es) = yy

In order to simulate a step of a Turing machine context-dependent fusion rules
are needed. Because (context-dependent) fusion rules can only fuse two comple-
mentary hyperedges in one derivation step but a step of a Turing machine is much
more complicated (head movement, tape manipulation, state transition) several
rules and rule applications are needed to simulate such a step. Furthermore, in
our construction positive and negative context conditions are needed to restrict
the application to obtain a correct and sound simulation. The in the following
defined set of context-dependent fusion rules P, contains rules with respect to
the fusion symbol head and rules with respect to the fusion symbol z for each
x € I'. The first are used to fuse the head-hyperedge in the graph representation
of a configuration with the correct connected component used for simulating the
step of the Turing machine and perform the state transition. The latter are used
to modify the tape and move the head correctly. We use fuse(z) as a short-
hand for some rule in the latter set in Pn if there is no need to distinguish.
The fuse(z) rules are constructed in such a way that the two complementary
hyperedges must be attached to the same vertex and that never two rules are
applicable at the same time with respect to the same connected component. This
is achieved by defining fuse_2in(z) and fuse_loop_in(z) as well as fuse 2out(x)
and fuse_loop_out(z) in such a way that the positive context condition of the first
is reflected in the negative context condition of the other. Further, in order to
distinguish the applicability of fuse_loop_in(z) and fuse_loop_out(zx) if in-going
and out-going edges (wrt some vertex where the loop is attached) are labeled
with the same symbol, the number of out-going (in-going) edges, respectively, is
of relevance. If the number of out-going (in-going) edges is 4, then the loop must
be fused with the in-going (out-going) edge, respectively. fuse_loop_in(z) and
fuse_loop_out(x) do not need negative context conditions because the positive
context does not occur in the C-components of Definition 6.

Definition 7. Define Pa as the following set of context-dependent fusion rules.

Pa={A(u,\) |uel, e A}
U {fuse2in(z), fuse 20ut(x), fuse_loop_in(x), fuse_loop_out(x) | x € I'}

A(u, N) = (fr(head),{fr(head) — PC(u, )\, j) + C(u,\,7) | 0 < j < |Q|},
{fr(head) — twoin(u) +h" | u € I'}) U {fr(head) — twoout(u) +h" | u e I'}),
where the morphism in the positive context maps the head-hyperedge to the
one in PC(u, A, j), depicted in Figure 7a, and the head-hyperedge to the one in
C(u, A, j). Note that, the connected component C(u, A, j) is induced by the jth
source of the head-hyperedge and the parameters u, \. twoin(u), twoout(u) and
1" are depicted in Figure 7b, 7c and 7d, respectively.

12
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Fig. 7: Some contexts for applying rules simulating a step

fuse2in(z) = (fr(z), {fr(z) — twoin(z)},{fr(x) — twoin2h(x), fr(z) —
loop/in(z), fr(xz) — triangle(z)} U {fr(z) — twoinextraloop(z,z) | z € I'}),
where fr(x) — triangle(x) maps the x-hyperedge to e € Eypjangie(z) With s(e) =
vy and t(e) = vg; fr(z) — twoinextraloop(x, z) maps the Z-hyperedge to the one
above the the z-hyperedge (which is relevant for the case z = x). The respective
hypergraphs used in the context conditions are depicted in Figure 7.

fuse2out(z) = (fr(z),{fr(z) — twoout(x)}, {fr(z) — twoout2h(zx),
fr(x) — loop/out(x), fr(x) — triangle(z)} U {fr(x) — twooutextraloop(z,z) |
z € I'}) is analog but fr(z) — triangle(z) maps the xz-hyperedge to e €
Etriangie(z) With s(e) = v1 and t(e) = va.

fuse_loop_in(z) = (fr(z),{fr(z) — PCloopin(x)},0), where PCloopin(x)
is depicted in Figure 71 and in the positive context condition the z-hyperedge
matches the one with target v and the Z-hyperedge matches the one with source
and target v.

fuse_loop_out(x) = (fr(z),{fr(x) — PCloopout(z)},0), is analog but the
z-hyperedge matches the one with source v. PCloopout(z) is depicted in Fig-
ure 7m.

Ezample 3. Consider the hypergraph hg(gstart929394959accept, O, a, cb, ach) +
C(0,a/0O/r,2). The context-dependent fusion rule A(0J, a/0/r) can be applied
by matching the head-hyperedge in hg(gstartq29394959accept, O, a, cb, acb) and the
head-hyperedge in C(O, a/0/r,2). The two complementary hyperedges are fused
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Fig. 8: The tape graph with the additional vertices and hyperedges

and due to the head-hyperedge in C(d,a/0/r,2) a new head-hyperedge recon-
structed; its first source is ¢o. Furthermore, the application attaches additional
vertices and hyperedges to the tape graph The tape graph is depicted in Fig-
ure 8. The ay-hyperedge is then fused with the out-going ay-hyperedge by an
application of fuse_loop_out(a) with the result that the source and the target
vertex of the ag-hyperedge are glued together. Afterwards, fuse_2in(0) can be
applied to the O- and O-hyperedge depicted to the left of the center vertex vyape.
The resulting connected component is hg(g2¢startq39a9sqaccept, 0, ¢, b, acb).

5.4 Construction of a context-dependent fusion grammar
corresponding to a Turing machine

Now we combine the previous constructions in a context-dependent fusion gram-
mar. Using a similar construction as in Definition 5 the initial hypergraph
representation of the Turing machine is defined. This connected component
is equipped with an tape-hyperedge. such that if the fape-hyperedge and the
tape-hyperedge in the generated tape graph (with additional tape-hyperedge as
in Definition 4) are fused, then this yields a hypergraph representation of a
start configuration. Furthermore, additional context-dependent fusion rules are
needed (1) for connecting the initial hypergraph representation of the Turing
machine with the generated tape graph, (2) for acceptance and (3) for discon-
necting® the terminal and marker labeled string graph sg(w),, for some w € £2*.

Definition 8. Let TM = (Q, £2,I', A) be a Turing machine. Let CDFG4(2,I") =
(Zig, Fig, {11}, 2, Piy) be the context-dependent fusion grammar generating tape
graphs according to Definition 4. Let C'(u, A, ) be the connected component and
PA be the set of context-dependent fusion rules defined in Definition 6 and 7,
respectively. Then

CDFG(TM) = (Zrum, {head} + Fyg, {p}, {term} + 2+ A, Pras)

is the corresponding context-dependent fusion grammar where

Zrmy = Ziyy + hg(TM)inie + Acc + > C(u,A\i) where
' uel;,AeA
0<i<|Q]

hg(TM )inie = hg(TM, qstareqz - - - qio|) + (0, {tape}) with s(tape) = ¢, t(tape) =

3 Disconnecting sg(w),, uses similar ideas as discussed in Proposition 3.
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Vtape, and lab(tape) = tape, where € denotes the empty sequence, and
Acc = ({v1,...,vgl+2},{e1,. .-, e3}, 8,1, lab) where s(e1) = viva--- vy,
tler) = v|Q|+1, laber) = term, s(ea) = viva---v1---vq|, tle2) = vig+1,
lab(ez) = head, s(e3) = vig|+1, t(es) = vjgJ+2, lab(ez) = cut. A schematic
drawings of Acc is depicted in Figure 9a.

Pry = Py U Pa U {fr(tape), accept, fuse_cut} where
accept = (fr(head),{fr(head) — PCucc + Acc}, {fr(head) — ¢+ Acc | ¢ €
C( > C(z,\1))}), where PCoce = (Q4+{Vtape }, {head}, s, t, lab) with s(head) =

€l ,NEA

0<i<|Q)
Qacceptql - - - 4|Q|—1, t(head) = Viape, and lab(head) = head, where q; ... q|g|—1 are
the states of Q \ {qaccept} in arbitrary order. A schematic drawings of PCyc. is
depicted in Figure 9b;

fuse_cut = (fr(cut),{fr(cut) — ({v1,v2,v3},{e1,e2},s,t,1lab)}, D), where
s(er) = s(ea) = wv1,t(e1) = wa,t(e2) = vs and lab(e1) = cut,lab(es) = cut,
i.e., the source of the two complementary hyperedges must be the same and the
targets different. The connected component is depicted in Figure 9c.

Our main theorem is that the language recognized by some Turing machine
and the generated language of the corresponding context-dependent fusion gram-
mar coincide up to representation of strings as graphs.

Theorem 1. L(CDFG(TM)) = {sg(w) |w € L(TM)}.

6 Conclusion

In this paper, we have continued the research on context-dependent fusion gram-
mars by transforming Turing machines into this type of hypergraph grammars.
This reduction gives us interesting insights into these grammars because the
transformation proves that context-dependent fusion grammars are another uni-
versal computing model and can generate all recursive enumerable languages.
Note that a similar construction also works for computation of partial functions.
In this case the connected components tapesiqart, tapeenq and tape, are replaced
by a tape graph representing the Turing machines input x; ...x, € X*, where
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the start is attached to some tape-hyperedge. However, further research is needed
including the following open question. Is it true that only positive or only nega-
tive context conditions are not powerful enough to simulate Turing machines?

Acknowledgment. We are greatful to Hans-Jorg Kreowski and Sabine Kuske as
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Analyzing and Pumping Hyperedge Replacement
Formalisms in a Common Framework

Martin Berglund

Institute for Software Technology, Universitidt der Bundeswehr Miinchen
martin.berglundQunibw.de

Abstract. We present the first steps of an investigation into the rela-
tionship between contextual hyperedge replacement grammars and the
standard non-contextual kind. The formalisms are restated in a common
framework, discarding some of the specialized details (distinguished node
labels), and discuss the effects these changes have on the formalisms.
The resulting definitions are then applied to give a strengthened pump-
ing lemma for the normal case, which is then transferred into a novel
pumping lemma for the contextual case.

1 Introduction

Contextual hyperedge replacement grammars were introduced in [HM10] as an
extension of hyperedge replacement grammars [Hab92]. The more expressive
rules make it possible to, among other things, capture graph languages with ar-
bitrarily high levels of connectivity, which is not possible in normal hyperedge
replacement grammars. Examples of additional languages which can be captured
in this formalism include the language of all directed acyclic graphs and broad
classes of chart languages describing software architectures and code [DH15].
While many of the properties of contextual hyperedge replacement grammars
have been investigated, some of the technical choices have made it hard to di-
rectly relate them to hyperedge replacement grammars, and thus hard to reuse
the many deep results which exist for those. In this paper we give definitions of
both contextual and hyperedge replacement grammars within a common frame-
work, illustrate the effects of the small adjustments this necessitates, and use this
common framework to state a powerful pumping lemma for contextual hyper-
edge replacement languages (in the process also offering a Ogden-style [Ogd68]
pumping lemma for hyperedge replacement grammars). This is a first step to-
wards not only refining this lemma, but also investigating how further formalisms
could be treated within the same framework.

2 Preliminaries
Let N = {0,1,2,...}. A multiset A over (a normal set) S is defined by a mul-

tiplicity function S — nat, for a € S let |A|, be the result of this multiplicity
function (intuitively the number of occurrences of a in A). For multisets A, B and
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any a we define the multiset operations by letting |A U B|, = max(|A|4, |Bla),
ANB, = min(|Aly, |Bla), |4\ Bl = maa(0,|Ala—|Bla), |A&Bl, = |Al+|Bla,
and a € A iff |A|, > 0. Applying an operator to a multiset and a normal set
S together we treat S as the multiset S” over S with |S’'|, = 1 for a € S. For
normal sets S and 7" let SW T denote the union where we assume, w.l.o.g that
S and T are (or can obviously be made, by e.g. renaming) disjoint.

Let S* denote the Kleene closure, the set of all finite sequences over the set
S, including the empty sequence, denoted . A ranked symbol a has rank(a) € N
defined, we may write a®) to denote a with rank(a) = k. A (ranked) alphabet
X is a finite set of (ranked) symbols. Alphabets and ranks will often be implicit
in their use, e.g. the existence of a ternary edge labeled a implies a(®) € X.

We will often use a function f interchangeably with the characterizing set
{(z,y) | y = f(z) for some z}. We let a function f : S — T generalize to
powersets and sequences (e.g. writing f(s1,...,8,) to mean f(s1)--- f(s,), for
S1y-..,8n € S) when there is no room for confusion.

A hypergraph g is a pair (g, g) where ¢ is a finite set of nodes and g a multiset
of edges, each edge (a,v; ---v,) € g consisting of a labeling ranked symbol a(™
and the sequence of attached nodes vy, ..., v, € ¢* for n € N. We will denote such
an edge a(v1,...,vy,), further let lab(a(vy,...,v,)) = @ and |a(v1, ..., v,)| = n.

From here we refer to hypergraphs as just graphs. For a graph h we, with-
out specifying the tuple, let h and h denote the nodes and edges. In exam-
ples we will usually draw edge labels from the lowercase Latin letters a, b, ¢, . ..
(once introduced we will use uppercase for the nonterminal edge labels), us-
ing u,v,... specifically for unary edge labels, and the nodes from the integers
1,2,3,.... The edge a(1,2) is considered a directed edge from 1 to 2 (a graph
with only directed edges is a digraph). We will often specify a graph simply as
a list of edges (bracketed if needed) and (when unconnected) nodes, e.g. the
directed triangle with two parallel a-labeled edges and two unconnected nodes:
[a(1,2),a(1,2),b(2,3),c(3,1),4,5]. Where the contextual hyperedge replacement
grammars in literature [DH15] label nodes separately from edges we opt to en-
code this in terms of unary edge labels (see Remark 2).

Let G'x denote the set of all graphs labeled by the ranked alphabet Y. Let
lgl = 9] + |g|- For a graph g and e € g we let g —e = (g,9 \ {e}) (i.e. removing
one occurrence of e), for g and v C g let g — v be g with all nodes in v, and all
edges incident with those nodes, removed. For any graphs g and h let gW h =
(g h, g h), that is, the graph consisting of the two unconnected subgraphs g
and h (renaming some nodes if needed).

Remark 1. This definition of graphs differs from e.g. [Hab92] in three key ways.

Firstly hyperedges do not have outgoing and incoming attachments. This
adjustment is now standard, see e.g. the survey [DKH97], as differentiating be-
tween attachments adds nothing of structural importance to the languages. That
is, the information can be encoded in the labeling symbol instead.

Secondly the common definitions tend to differentiate some nodes as “exter-
nal” to facilitate graph compositions. These are mostly a technicality and are
not usually desirable in the languages generated. As such we here stick to a
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more traditional mathematical graph definition, and represent the points which
compositions act upon using specially labeled edges.

Thirdly, usually edges are defined as a set of opaque objects, mapped to labels
and attached nodes by functions. Here we instead opt to use multisets of edges
determined by those properties. This approach is used to avoid edge renaming
introducing additional symmetries, harmonizing with some software systems.

These changes are intended to make the representation simpler, but all results
can be restated within Habel’s notation with a minimum of effort. o

3 Grammars and Graph Operations

In this section we define the core of a common framework for the two formalisms
of immediate interest here, contextual and normal hyperedge replacement gram-
mars. This effort pays off in some ways within this paper, enabling us to provide
novel pumping lemmas for both while limiting duplicated effort. The intention,
however, is to in the future extend this work to treat additional formalisms. A
notable example is the regular tree folding formalism of [Bj618], which captures
many interesting graph languages by way of an iterative node merging technique,
and is very amenable to being stated in the style here proposed.

Definition 1. For any graph g and R C g X g and some fized global order on
the nodes' let g[R] be (a graph isomorphic to) g with the nodes related by R
transitively collapsed into the smallest node. That is, for all i € g, let S; be
the smallest set such that i € S; and if (j,k) € R then S; = Sy, then taking
o(1) = min S; we have g[R] = (o(g), {(a,0(s)) | (av,0) € g}).

That is, g[R] is produced by collapsing all nodes which are related by R, tran-
sitively, into a single node.

Definition 2. For any symbol x of rank k an x-handle in a graph g is a unique
edge z(v1,...,vx) € g. That is, (Zvl,...,vkeg \g\z(m,...,vk)) =1.

For any graphs g and h and symbols %) and y*), such that g has an z-
handle e, = z(v1,...,vx), and h has a y-handle e, = y(vy,...,v},) define

9.2y h = ((9—€2) ¥ (h—ey))[{(vr,01), - - (v, v}

Let ,®, be undefined for graphs lacking the handles indicated by the subscripts.
Further, let .8, be the zero graph [z(1,...,k),y(1,...,k)], then for any graph
g which is x- and y-handled, define the ,®,-closure as the smallest set such that

g% = {.8,} U{g.2, 9" | ¢ € g},

! For the purposes of graph languages the specific order is irrelevant, as different
orders only produce different isomorphic graphs, and it is thus for those definitions
left unspecified (a general order for all nodes can always be fixed by choosing any
Turing machine which recursively and uniquely enumerates all graphs, choosing its
output order as the ordering, but such a specific order is not necessary for this
paper). In a later construction where the exact graphs matter (to keep the same
relation defined on a constructed graph) we will state explicit internal orders.
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More formally ,®, is the operator in a graph combining monoid, concatenat-
ing graphs at sites indicated by the handles. The zero graph is then the identity,
and the closure is analogous to the Kleene closure, gw®y being the set of all
graphs g ,®, - ,®, g ,®, 8, for any number of repetitions of g, including zero.

A common case for compositions is that the handles connect to each node
at most once (i.e. if both sides have this property no nodes are merged). We
introduce additional notation for this more specific case.

Definition 3. We may write g1 ;2,92 (or equivalently g2 2, g1) to denote g1 ,®,

g2 when the x-handle in g, attaches to each node at most once. Let g1 ;2 go
denote when both handles have this property.

This is a shorthand for stating the property on the graphs involved, in that
922y h=g:2,h=g,9,hif g and h fulfill the property. The ;®, case recurs in
grammar definitions and pumping lemmas, where the shorthand aids brevity.

Definition 4. A graph replacement rule x over X' consists of two handles and
two graphs such that lhs(x) ,@; rhs(z) € G5, where

— x and & are the rule handle and rule cohandle, identified by globally unique?
ranked symbols, and,

— lhs(z) and rhs(x) are the left-hand and right-hand side graphs, which are x-
and T-handled, respectively.

We write the rule as lhs(z) ,&; rhs(x). We will often refer to such a rule simply
by its unique handle x.

For any graph g the rule | ,®; r can be applied to produce h if there exists a
graph ¢’ such that g = 1,85 ¢" and h = ¢’ ,Q;r. For a (set of ) rule(s) e we write
g —¢ h to denote that h can be produced applying (some rule from) e to g.

Definition 5. A graph grammar G is a tuple G = (N, X, R, S) where: (i) N is
a ranked alphabet of nonterminal labels; (ii) X is a ranked alphabet of terminal
labels; disjoint from N; (iii) R is a finite set of replacement rules over N U X;
and; (i) S € N is the initial nonterminal.

The language accepted by G is denoted L(G) C Gx and contains g if and
only if there exists a graph g¢', isomorphic to g, which can be produced by a
sequence of rule applications S() =g -+ —=r g’

Definition 6. A graph grammar G = (N, X, R, S) is a hyperedge replacement
(HR) grammar if all rules in R are of the form | ;&3 r where the left hand side

1=A(,...,k),z(1,...,k) for some A®) € N.

Definition 7. A graph grammar G = (N, X, R,S) is a contextual hyperedge
replacement (CHR) grammar if there is a set czlab(G) C {a € X' | rank(a) = 1}
(induced by the conditions on the rules below), the contextual labels, such that
each rule | ;&5 r € R has

2 We leave this somewhat informal, the purpose is to conflate a rule and its handle

and not have to explicitly rule out symbols in other alphabets making it not be a
possible handle in some graph. Notably =, & ¢ X.
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1. 1=1[z(1,...,n+m),a1(1),...,an(n), A(n+1,...,n+m)] for somen,m € N,
A™) € N, and ozgl), al) e cxlab(G), where a1(1),...,an(n) are called
the contextual edges (the nodes, 1,...,n, are contextual nodes); and;

2. 2(1,...,n+m),a1(l),...,an(n) € T, with the contextual label restriction:
only those n instances of an edge (i) € ¥ with 1 < i < n+m and €
cxlab(G) exist (for other i there is no restriction).

More informally, the lhs [ identifies any number of contextual nodes, which
are nodes to which a terminal unary edge is attached, and one nonterminal
edge. Each node in [ is attached to by precisely one edge. The rhs has the same
contextual edges, i.e. nodes labeled by contextual labels attached to the cohandle
such that applying the rule will always preserve contextual edges. To illustrate
the structure of a grammar, consider the example in Figure 1, which generates

[S] @& @ O{A] (Ao € B0 O—{A]

[w}-0 O—{w]
[AFOf3 *&" B0 *®*a
[A}-0 O—A] [w}O

Fig. 1. On the left are the four rules of a CHR grammar generating the set of all not
necessarily connected directed acyclic graphs, labeling all nodes w (i.e. each node has
a single incident unary edge labeled w), and the directed edges a(®. The handles are
shown in shaded boxes (and elided from the operator). Rules [ and [2] start and end the
derivation, respectively, while [B] creates a new node (attached to the A nonterminal),
and [4 adds an edge from some w-labeled node (i.e. any node) to the node attached to
the nonterminal A. The example graph on the right can be produced by this sequence of
rule applications: [, [3], [, [, [3], @, @, 3], @, 2. Intuitively the nonterminal A identifies
the unique current “lowest” node, allowing edges to it from any other (due to the
injective condition, see Remark 3) to it.

the language of all directed acyclic digraphs. This example is further expanded
in Figure 4 on page 13.

The contextual label restriction only prevents adding labels from cxlab(G) to
“already existing” nodes, i.e. nodes connected to the cohandle (nodes 1 through
n + m as listed above). Its motivation requires some further discussion.

Remark 2. The contextual label restriction of Definition 7 enforces that if a
unary label is used to identify a contextual node in some rule then no rule may
add that label to an existing node. That is, these labels must be created together
with the node, simulating node labels, mimicking the definition in [DH15].

Note that cxlab(G) = 0 is possible if and only if G is a HR grammar (as it
is equivalent to no rule having a contextual node), so the CHR languages form
a strict superset of the HR languages as defined in the literature (e.g. [Hab92]),
with a small caveat in Remark 3. In Theorem 2 we will demonstrate that this
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restriction is necessary, that is, its inclusion changes the class of languages which
can be accepted by CHR grammars.

To keep things simple we will, where not otherwise explicitly stated, assume
that every (non-HR) CHR has cxlab(G) = {a € X | rank(a) = 1}. In other
words, we monopolize the unary edges for the purpose of denoting node labels,
to avoid having the reader confuse what is a node label and what is not. There
are some graph languages which cannot be captured in this way, specifically
precisely those where there is no bound on the number of unary edges attached
to a single node (e.g. L = {e,[a(1)],[a(1),a(1)],[a(1),a(l),a(1)],...}) but this
difference has no impact on any example or proof made here. Such languages
can be encoded in other ways, e.g. adding a “dummy” node to have a binary edge
act as a unary one, making the difference an unimportant technical detail. ¢

Remark 3. Note further that the g = [ ;&% ¢’ lhs anchoring of Definition 4 re-
quires that [ is injectively embedded in g (by the little asterisk notation). This
agrees with CHR as defined in e.g. [DH15], where a replacement must identify
distinct nodes, but this is traditionally not required in HR. Requiring it in gen-
eral harmonizes the definitions without causing any loss of generality however,
as the only circumstance where a non-injective embedding of the lhs may be
necessary in a HR grammar is when a nonterminal attaching to the same node
more than once is generated by some rhs. A simple rewriting of the grammar can
be applied to remove such cases, by e.g. creating a new nonterminal to represent
that case while only attaching to the node once.

More importantly: all the pumping results of Section 5 are formulated such
that they hold whether this injective requirement is present or not. o

4 Formalism Motivations

In this section we motivate some of the choices in the formalisms. Notably the
effort to harmonize them causes some small differences from the literature which
may require some explanation.

Remark 4. Let us refer to the grammars defined in [DH15] as DHM-CHR gram-
mars (using the author initials from the formative [DHM11], though the very
original paper is by “HM” [HM10]). Setting the cosmetic difference of node labels
aside (i.e. monopolizing unary edges to represent labels here) we can define DHM-
CHR by modifying Definition 7 to have I = [z(1,...,n+m),a1(1),...,ap(n +
m),A(n+1,...,n+m)] in item 1, and require all nodes on both lhs and rhs to
have a label. We adopt CHR to harmonize better with HR grammars.

This difference does not cause a difference in the languages which may be
represented, as the labels of the attached nodes in DHM-CHR can be encoded in
the nonterminal symbol in CHR. Such a construction may cause an exponential
blowup in the number of nonterminals, but the number of rules remains the
same, as only the labelings which occur as literal left hand sides among the rules
are useful. As usual no grammar can have more useful nonterminals than it has
rules (i.e. there is no need to create a nonterminal encoding for all sets of node
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labels, if those sets do not exist as a left-hand side of some rule) the grammar
only grows linearly. However, in the other direction, there are some languages
where HR (and CHR) is exponentially more succinct than DHM-CHR. o

Theorem 1. There exists a family of graph languages L1, Lo, ... such that the
smallest HR (and CHR) grammar accepting Ly, is of size O(k), while the smallest
DHM-CHR grammar accepting Ly, is of size £2(2F).

Proof. We demonstrate this by, for any k£ € N, constructing a language Ly
fulfilling these conditions. For any n let gi , be the n x k grid graph, i.e. there
are kn nodes on a grid, identifying the nodes with their coordinates node (i, 7) has
outgoing edges; x((4,7), (i+1, 7)) when i < n; and; y((4,5), (¢,7+1)) when j < k.
Define fia, : Gx — 292 by letting fian(g) contain every graph which can be
produced by labeling the nodes in g with either v or v (i.e. fiap ([2(1,2),y(1,3)]) =
{[=(1,2),y(1,3),u(1),u(2),u(3))], [x(1,2),y(1,3), u(1), u(2),v(3)],...}).

Then taking Ly = |,y fiab(gx,n) fulfills the conditions of the theorem,
containing graphs of the form shown in Figure 2. This language can, for any

n nodes

Fig. 2. Example graph from the language L4 as described in Theorem 1, with the =
and y labels on the horizontal and vertical binary edges elided. The u and v labels are
in actuality unary edges attached to the nodes, here shown as node labels.

k, be captured by a HR grammar with no more than six rules (the main rule
generating one column of the grid in each step, attaching to each new node a
nonterminal which nondeterministically generates either a u- or v-labeled unary
edge). This graph language is lifted from Chapter 5 of [Hab92] (with the addition
of the arbitrary node labels), where it is by a pumping argument demonstrated
that a HR grammar accepting this language must repeatedly (as n grows) use
a rule replacing a nonterminal which is connected to at least k£ nodes (i.e. the
column-wise generation is necessary for arbitrary n). A DHM-CHR grammar
G capturing Ly cannot usefully use the ability to attach edges to contextual
nodes (once three or more nodes are generated there is no way to correctly
control where the edge goes), so it too must generate the graph by repeatedly
replacing a nonterminal connected to at least k nodes. However, as the nodes
are arbitrarily labeled a simple adversarial argument (assigning v and v labels
to sentential forms) dictates that G must have £2(2%) rules to account for the
possible labels on the left hand sides. a

Next we demonstrate that the contextual label restriction in CHR is necessary
to generate a class of languages comparable to those captured by DHM-CHR.
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Theorem 2. Let CHR™ be grammars defined by modifying Definition 7 to re-
move the contextual label restriction. There then exists a CHR™ grammar G such
that there exists no CHR grammar G’ that has L(G') = L(G).

Proof. We proceed by constructing such a G, demonstrating that no G’ accepting
L(G) exists due to the necessary structure of the derivation. Define G with the
rules: (i) [S(),z()] 2% [20), AD)]; (i) [A(1),y(1)] 425 [9(1), A1), u(2),a(1,2)];
(i) [A(L), u(2), u(3), 2(1,2,3)] 222 [(1,2,3), A1), u(2), u(3), a(2, 3)]; and; (iv)
[A(1),7(1)] 3% [7(1), u(1)]. That is, £(G) contains the graphs illustrated in Fig-
ure 3, consisting of a distinguished (“node 1”) node with a single outgoing edge
to each other node, and those other nodes form an arbitrary digraph. All nodes
are labeled u and all (binary) edges labeled a.

b,/
J

Fig. 3. Three examples of graphs from the language £(G) from the proof of Theorem 2
(opting not to draw labels, self-loops, or multiple instances of the same edge). The nodes
are all labeled u, the edges a. The marked node is “node 17, the first node created by
the application of the rule [S(), z()] 225 [#(), A(1)].

No CHR G’ accepting £(G) exists, since the “arbitrary digraph” part cannot
be created without repeatedly applying contextual rules (see e.g. the Connectiv-
ity Theorem of [Hab92], which precludes arbitrarily densely connected graphs).
However, it follows that “node 1” cannot be created before this arbitrary number
of contextual edge additions, as it too is labeled u, so there is no way to avoid
the derivation being able to add incoming edges to “node 17, which brings us
outside the language. On the other hand, “node 1” also cannot be created last,
as the edges to the unbounded number of other nodes would then need to be
added, meaning no 1hs is sufficiently large to systematically identify them all for
any sufficiently large graph. Adding those edges by contextual rules again risks
failing to create some of the needed edges and creating multiples of others. O

5 Derivation Structures and Pumping Lemmas

One of the main goals of the framework developed in the previous two sections
is to be able to discuss structural properties of various formalisms (HR and
CHR being considered here, but others to be added in the future). This kind of
comparison is important, as the formalisms are powerful enough that it is often
not intuitively obvious whether a certain language can be captured within them.

Specifically we will here consider Ogden-style lemmas, for example (adapt-
ing the original lemma [Ogd68] for context-free to regular languages): for every
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regular string language L there exists a constant k£ such that for every string
w € L with at least k string positions marked there exists strings v1, va, v3 such
that: (i) w = vivovs; (ii) v1(ve)ivs € L for all i € N (i.e. vo can be repeated
any number of times while remaining in the language); (iii) vo contains at least
one of the marked positions; and (iv) vevs contains at most k of the marked
positions. However, where marking string positions is clear enough to be talked
about quire informally more careful notation is necessary in the graph case (i.e.
resolving symmetries due to automorphisms), and to make the results usefully
comparable (e.g. yielding some insight on the power added by contextual rules)
the notation should be kept as consistent as possible between formalisms.

Pumping and Habel-Kreowski’s lemma. First let us define the idea of “pumping”
independent of the formalism.

Definition 8. For any L C Gx and g € L we say that g = g1 ,®, g2 . g3, for
any graphs g1, g2, and g3, and any =), y(*) ¢ X is a pumpable decomposition
of g in L if and only if

91 Q% (g2z®v) & g3 C L.

Let us recall Habel-Kreowski’s pumping lemma [HK87,Hab92| phrased using
the notation of this paper (making it differ slightly in presentation as discussed
in Remark 1, but adapting the proof is a simple matter of changing external
nodes into handles, replacing the graph embedding with our operator).

Theorem 3 (Habel-Kreowski’s lemma). For every HR language L there
exists constants k and n (depending only on L) such that every g € L with
lg| > n has a pumpable decomposition g = g1 ,&, g2 ,®, g3 with

1. |g2 /2, 93| < n, and
2. 1g2] > |8y (i-e. |g2] > k + 2, it creates at least one node or edge).

Marking graphs and derivation trees. While Habel-Kreowski’s lemma is very
powerful it can, using largely existing literature, be extended into an Ogden-
style lemma, and with some care this can be extended into CHR. Let us first
define marking graphs and recall an existing lemma.

Definition 9. For an alphabet X define the marked alphabet mark(X) = X W
{mark(a)®) | o) € Ty w {mark(L)V}. An edge labeled mark(c) for o € X, or
a node with exactly one incident edge labeled mark(L), is said to be marked. Let
unmark(g) be the graph resulting when removing all marks from g, i.e. changing
each label mark(a) into o, and deleting the mark(L)V) edge from marked nodes
(we leave unmark undefined if some node has more than one incident edge marked
mark(L)1)). Let mark(L) = {g € Guamx) | unmark(g) € L} for any graph
language L over 3.

Marks not being defined for a node being marked multiple times is a small
technicality that simplifies the statement of pumping lemmas going forward, as
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it makes it easy to avoid cases where the pumping would otherwise just add
marking edges, as opposed to “real” edges. Next we refine the idea of derivations
into trees (for HR only).

Let us define a weak form of derivation trees, which will structurally cor-
respond to tree decompositions for HR graph languages, as defined in [Lau90)].
These will only usefully apply to the HR grammars here, and to simplify them
we assume a normal form for the grammars.

Definition 10. A simple HR grammar G = (N, X, R,S) is such that for all
rules | ,@;r € R

1. each A € N occurs at most once in r, and,

2. r either contains at most one node not connected to the cohandle, or at most
one X-labeled edge, i.e. (7| —rank(z)) +|[{a(vy,...,v) €7 | a®) € X} < 1.
We say that this is the node or edge created by x, denoted created(x) € 7 UT
(which is not defined for all x as r is permitted to not create a node or edge).

A CHR grammar G is simple if it fulfills condition 1 alone.

We may assume simple (C)HR grammars w.l.0.g. as any (C)HR grammar can
be made simple (with only a constant blowup in the overall size of the grammar)
using the usual rewriting techniques: creating additional nonterminals under
unique names as needed, and, for HR, splitting rules with multiple nodes and/or
edges on the rhs into a chain of rules (enforced by new unique nonterminals).

Definition 11. For a simple HR grammar G = (N, X, R, S) a derivation tree ¢,
for a graph g, is a tree (a digraph where all but one node, the root, has precisely
one incoming edge) over {r® | r € R} (that is, the directed edges are labeled by
rules from R), such that g = ¥(t), where ¥ is a tree-to-graph mapping defined
as follows.

For every internal node i with incident edges x(p, i), x1(4,j1), ..., xn (i, jn) let
(i) = 1" @5, Yelin) -+ o, Rsr We(in) where

1. 7" is such that rhs(x) = 1" @z, ths(x1) -+, s lhs(xy,), which is unique as
each nonterminal occurs at most once in rhs(x) (as G is simple), and,

2. ' contains no nonterminals. A tree where this does not hold is called a
derivation tree fragment, ¥ is defined the same way for such fragments.

The root node p has precisely one incident edge, let it be x(p,j), and let ¥(t)
denote Wy(j) — &. We call ¥(t) the graph derived from A by t, where A € N
is the nonterminal in lhs(x). Let deriv(G) denote the set of all derivation trees
which derive a graph from the initial nonterminal S.

Finally, we extend W, to marked derivation trees by treating the label mark(z)
as  if created(x) is undefined, and by replacing created(x) with mark(created(z))
in the rhs of © otherwise (for example, if t' is t with all edges marked then W(t')
is the graph W (t) with all nodes and edges marked).

Lemma 1. For all HR grammars G we have L(G) = {¥(t) | t € deriv(G)}.
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Proof. This can largely be taken as a consequence of the definitions with a
reference to [Hab92] for derivation trees, and [Lau90] for a deeper look at tree
decompositions of HR languages. As we will operate on derivation trees in later
proofs as well however let us spell out the details.

Let G = (N,X,R,S) be a simple HR grammar, and take any derivation
sequence g1 —, -+ —p. gn for G, such that g1 = S() and g, € L(G). Let
o:{1,...,n} = {0,1,...,n} be a mapping such that the derivation step —,
replaces a nonterminal added by derivation step — (symmetries in the sen-
tential graphs means that o is not necessarily unique, but any o consistent with
the derivation can be chosen), with o(1) = 0. More strictly stated o is such that
marking some nonterminal on the rhs in the —, . and replacing the marked
nonterminal in —,, does not otherwise change the derivation.

Then construct the tree ¢ with nodes 0,1,...,n and the edges {r;(i,0(i)) |
1 <4 < n}. Now ¢t € deriv(G) and ¥(t) = g,, which can be seen by induction
on the length of the derivation: for each 1 < i < n the derivation tree fragment
fragment ¢’ induced by deleting the nodes {i + 1,...,n} and all their incident
edges has ¥(t') = g;. O

Ogden’s lemma for derivation trees and graph grammars. We now have all the
pieces necessarily to easily pluck the Ogden-style lemma from [Kuh08] and reap-
ply it to give us a similar lemma for HR grammars.

Theorem 4 (Ogden’s for Regular Tree Languages (by Kuhlmann)). For
every HR grammar G there exists a constant p such that every t € mark(deriv(G))
(by virtue of being a regular tree language [Lau90]) with at least p marked edges
has a pumpable decomposition t =ty ;®j, ta ;&) t3 such that

1. x,u,v and y are all rank 1,
2. at least one edge in to is marked,
3.ty ®, t3 contains at most p marked edges.

Note that the marked decomposition in mark(deriv(G)) corresponds to an un-
marked pumpable decomposition in deriv(G).

With this we are ready to state an Ogden-style pumping lemma for HR.

Theorem 5. For every HR language L there exists a constant p € N such that
every g € mark(L) which has at least p marked nodes and edges has a pumpable
decomposition g = g1 2, g2 &), g3 where

1. z, u, v, and y have rank at most p,
2. g2 has at least one edge or node marked, and,
3. g2 ,®, g3 contains at most p marked nodes and edges.

Proof. Note that if there is an edge labeled mark(Ll) in g then the node it
is attached to is “created” in go, in that it is not attached to both the u- and
v-handle. This must be the case as otherwise pumping g» would add multiple
mark(_L) labels to the same node, which Definition 9 disallows. In consequence
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pumping g» does add additional nodes and/or edges to the resulting graph, even
viewed under unmark.

Let G = (N, X, R,S) be a simple HR grammar accepting L, which exists by
definition. Let pr be the pumping constant for deriv(G) indicated by Theorem 4,
and set p = max(pp, max,cp rank(r)).

Then there exists some ¢ € mark(deriv(G)) such that ¥(t) = g, and ¢ will have
at least p marked edges. This is so since there by definition is a tree t' € deriv(G)
with unmark(g) = ¥(¢'), and then ¢ with unmark(t) = ¢’ exists. Since G is simple
each edge in t is responsible for creating at most one node or edge in the final
graph, so each edge also introduces at most one mark, which means generating
the p marks in g requires at least p (which is at least as large as pr) marked
edges in t. So, simply apply Theorem 4 to ¢ to get the pumpable decomposition
t1 ;@75 o 35 t3, and all that remains is to show that the pumpable decomposition

g = 91 .9, 92 ,Z, g3 this induces has the properties indicated by the lemma.

This is the case, as ¥(t1) and ¥(t; j®j t2) (note that these are derivation tree
fragments) will contain precisely one nonterminal for some rank k < p, and as
ty contains at least one mark, and ty ;®j 3 at most p marks, so will gz, and

92 %), g3, respectively. O

The statement of this kind of pumping lemma would often use a separate con-
stant bounding the rank of the decomposition (i.e. in part 1 of the statement
above), as it is not directly related to the pumping constant p itself. The practical
usefulness of this separation is limited however, and we opt to assume a single
constant which is sufficiently large (taking the maximum of the two constants).

Ezxtending pumping to CHR. While the pumping lemma for HR is in itself use-
ful, our actual goal is an analogous lemma for CHR. We will achieve this by
characterizing all CHR languages in terms of HR grammars under an operator
respounsible for introducing contextual edges. While we will need to augment this
approach further, let us launch straight to it.

Definition 12. For a simple CHR grammar G = (N,X,R,S) construct the

HR grammar G, = (N, X' W {J_(al) | a € calab(G)}, R, S) by for each rule r € R
having the rule r, € R', where

— assuming ths(r) is of the form (renaming nodes if necessary) [r(1,...,n +
m),A(L,...,n),c1(n+1),...,am(n+m)| construct lhs(r) to be the graph
[rr(1,...,n),A(1,...,n)], and,

— construct ths(r;) by (renaming nodes if necessary) taking rhs(r) and con-
structing rhs(r;) by replacing the edges 7(1,...,n+m),a1(n+1),..., am(n+
m) with the edges 7 (1,...,n), Lo,(n+1),..., Ly, (n+m).

Clearly G, can, when needed, be made simple by applying the same argument as
made in connection with Definition 10.

Let Po = {[za(1,2), (1), La(2)] ».®5. [Za(1,1),a(1)] | a € czlab(G)} (note
that these rules are neither HR nor CHR, as the rhs handle connects to the same
node twice, causing a merging behavior) and define the operator 7¢ : G — 26~
by having ¢’ € 17¢(g) if and only if g —p, -+ —py ¢, with ¢’ € Gx.
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That is, where G would attach some edges to a contextual node «(i) in
G, a “placeholder” node L,(j) is instead created. 7¢ then merges such place-
holders into candidate contextual nodes, e.g. 7¢([u(1),a(1,2),a(2,3), L,(3)]) =
{[u(1),a(1,2),a(2,1)]}. See Figure 4 for an example of the relationship between
the derivation tree, the graph it produces, and a graph that results under 7¢.

(a). (b). g
@ g

O—{Ldl

NEEEEEEE

(0220,20.:20.:0.20.20,

Fig. 4. (a) Shows the two important rules (rule @ is the only one actually changed)
of the HR grammar resulting when applying Definition 12 to the CHR grammar of
Figure 1. (b) A derivation tree ¢, in this case unary, in the indicated HR grammar. (c)
The graph ¥(¢) produced by the derivation. (d) One of the graphs in 7¢(¥(t)) (i.e. it
is produced by merging | ,-labeled nodes into w-labeled ones), in fact the same graph
that was the example in Figure 1, demonstrating the relationship established. Note
that marking one edge in (b) produces a marked node (if a Bl-labeled edge) or edge (if
a [Hlabeled edge) in (c), and such a mark in turn turns into a mark in (d) under 7¢.

We will go on to argue that for every CHR grammar G we will have g € L(G)
only if there exists some ¢’ € L(G,) with g € 7¢(¢'), simulating contextual nodes
by instead creating 1 -labeled placeholder nodes, which the 7 operator merges
into a node with the correct label. The reverse does not hold however, as not
every way of merging the nodes is valid.

Where Figure 4 also indirectly illustrates a case where the combination of
G, and 7¢ produces a loosening of the language (i.e. the graph in (d) is only
one of many possible), another fact from [DH15] supports the reasoning behind
the construction.

Definition 13 (From [DH15]). A CHR grammar G = (N, X, R, S) is context-
safe if all graphs g € Gxyn which can be constructed by a sequence of rule
applications S() =g -+ —r g necessarily have a sequence of rule applications
g—Rr-—rg suchthat g € Gy.

That is, G is context-safe if a derivation in G cannot get “stuck” due to missing
contextual nodes (i.e. for each rule z in G if the nonterminal in lhs(x) exists in
a sentential graph then the contextual nodes in the lhs necessarily also exist).

Remark 5. In [DH15] it is shown that every CHR grammar G can be put on a
normal form with this property, and on such grammars we consequently have
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the property that all g € £(G,) will have 7¢(g) N L(G) # 0. This is largely by
definition, context-safety meaning that there is at least one way for 7¢ to join
up the nodes which is consistent with the CHR derivation. Note that the DAG
grammar sketched above is context-safe, so the issue that not all the graphs
produced by 7 necessarily correspond to valid CHR derivations remains. This
is not necessary for any result in this paper, but means that all graphs g € G
can be pumped and will always produce at least some graph in G under 7. ¢

Lemma 2. For all CHR grammars G it holds that L(G) C Ugecr(a,)T(9).

Proof. Firstly note that for HR rules R and any graphs g (on which 7¢ is de-
fined), ¢’ and ¢g” we have 7¢(7¢(9) — ¢') € 7¢(9 —r ¢”) (in a slight abuse of
notation we write f(g —r ¢’) to mean {f(¢") | g = ¢’}). This is the case as HR
rule applications preserve contextual labels (replacing only nonterminals), so if
7¢(g) merges 1,(i) into a(j) then 76(g —r ¢”) can do the same (the reverse
does not hold in general as 7¢(g —r ¢”) can merge a node L,(¢) from g into a
node a(j) from ¢”, which the other case cannot).

Now consider a derivation g1 —,, -+ =, gnt1 in G, where g1 = S() and
gn+1 € L(G). For each r; let r] be the corresponding rule in G, (as constructed
in Definition 12), and then we show that g,+1 € 7¢(g) for a g € L(G;) by in-
ductively showing that g; € 7¢(- - Ta(7c(91) —r; 95) -+ =, g;) for sentential
graphs g1, . .., g; for G, equivalent to those in G. For the base case: g1 = 7¢(g}),
as both are the initial nonterminal S() (recall that G and G, have the same set
of nonterminals); and; for inductive step i: the lhs r; of G will apply to some
(possibly zero) contextual edges, where in the equivalent step in the G, deriva-
tion the equivalent |-labeled nodes are instead introduced on the rhs, and the
immediate 7 application can merge those into the same nodes which r; in G
took as contextual (again note that 7¢ may be able to merge in other ways, but
we only prove that one of the ways is equivalent to the derivation in G). Noting
that all the 74 applications can be collapsed up into a single top-level one (as
shown in the first part) completes the proof. a

Theorem 6. For every CHR language L C Gyx there ezists a constant p € N
such that every g € mark(L) which has at least p marked nodes and edges there
are graphs g1, g2, g3, with (nodes renamed such that) i < j for all i € 1 and
J € g2, and two one-to-many (i.e. describing the inverse of a function) relations
R1 C g1 X g2 and Re C (g1 U g2) X g3, such that

x, u, v, and y have rank at most p,
g2 has at least one edge or node which is marked,
g2 &y g3 contains at most p marked nodes and edges,

g = ((91 .9 92)[R1] &}, 93)[R2], and,
(G, ®y93)[R2] € mark(L), where G is the smallest language such that g, € G
and (G 5 92) [R1] € G.

S o=

Proof. The statement of this theorem appears somewhat complex, but it is in
practice a very direct consequence of pumping G, .

30



Note that if there is an edge labeled mark(L)(") in g, then the node it is
attached to is “created” in go, in that it is neither attached to both the u- and
v-handle, nor is it in R; (which gets merged into a node in g¢;). This must be
case as otherwise pumping g, twice would add two mark(L) labels to the same
node, which Definition 9 disallows. From this it follows that pumping g» does
indeed add new copies of a marked node or edge to the resulting graph.

By definition there exists a CHR grammar G accepting L, apply Lemma 2
to find the ¢’ € mark(G,) which has g € 7¢(¢’), apply Theorem 5 (thus
choosing p as indicated by that theorem) to get a pumpable decomposition
g = 91 2 95 ., g3, then construct g1, g2, g3, R1 and Ry by, following the
steps of Lemma 2, merging any pairs of nodes which are in the same component
graph, and recording in R; the nodes which should be merged from g, into ¢,
and in Ry the nodes which should be merged from g3 into g1 and go (deleting the
L-labeled edges in the process). Then the part of the derivation corresponding
to g2 can be repeated arbitrarily many (including zero) times, each time apply-
ing Ry (note that the way Definition 1 chooses a representative of the merged
nodes is abused to retain the node identity from g; in G) to merge new copies
of the same nodes into the ones in g; indicated by the relation. This procedure
necessarily produces new graphs in L, amounting to repeating derivation steps
choosing the same contextual nodes as in the original derivation. O

Ezample 1. Numbering the nodes of the graph from Figure 4(d). top to bottom:
w(1), w(2),w(3),w(4),a(l,2),a(l,2),a(1,3),a(2,3),a(2,4), then, marking node
3, Theorem 6 is fulfilled by the following decomposition with rank-0 handles
g1 = [w(1),w(2),a(1,2),a(1,2), ()], g2 = [u(),w(3),a(1’,3),a(2',3),v()], g5 =
(), w(4),a(2',4)] with the relations Ry = {(1,1'),(2,2")} and Ry = {(2,2')}.
See Figure 5 for an illustration of the graph resulting from repeating g four
times. Note that the handles are rank zero as all edges are contextual, in general
cases they handle the “Habel-Kreowski-style” HR part of the pumping. o

Ezample 2. Many conclusions can be drawn by such a pumping result, to illus-
trate let us note two simple examples.

T

O
Rt

a
P
g2 g2 g2 g3

)

Fig. 5. An illustration of the result of pumping the decomposition of Example 1 four
times. To the left of the first dashed boundary is the part corresponding to g1 (i.e.
node 1 and 2 and some edges), the top eight edges crossing that dashed boundary are
created by R; collapsing 1’ and 2’ from each copy of g2 into node 1 and 2 in g;. The
bottom edge is created by the application of Ra.
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The language of complete graphs is not in CHR: marking a node in any such
graph, and applying Theorem 6, gives a way to pump the graph which grows
the number of nodes while growing the number of edges only linearly

For every CHR language L either: (i) every g € mark(L) can be pumped with
Theorem 5 (i.e. it can be pumped as a HR grammar); or; (ii) the node degrees
in L are unbounded, i.e. for every k € N there exists a graph g € L which has at
least one node of degree > k. This can be seen as either R; can be made empty,
or it add edges to some node on each iteration of the pumping procedure. o

6 Conclusions and Future Work

In summary we have introduced and to some extent motivated definitions and
notation suitable for discussing HR and CHR grammars in the same frame-
work, and have applied it to discuss pumping properties of these formalisms in
a unified way. This is only an initial look at the work planned however, with
several loose threads to be considered. Notably the framework is intended to
cover some further classes of formalisms, such as the regular tree folding mech-
anism from [Bj618]. The pumping result for CHR is merely an early example,
and should be refined, e.g.: making the G, and 7 constructions precise); and
considering the frequent case where the R; relation should be allowed to attach
edges to “newer” copies of g, rather than always to g;.
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Abstract. Predictive shift-reduce (PSR) parsing for hyperedge replace-
ment (HR) grammars is very efficient, but restricted to a subclass of un-
ambiguous HR grammars. To overcome this restriction, we have recently
extended PSR parsing to generalized PSR (GPSR) parsing along the
lines of Tomita’s generalized LR parsing. Unfortunately, GPSR parsers
turned out to be too inefficient without manual tuning. This paper pro-
poses to use memoization techniques to speed up GPSR parsers without
any need of manual tuning, and which has been realized within the graph
parser distiller GRAPPA. We present running time measurements for some
example languages; they show a significant speed up by some orders of
magnitude when parsing valid graphs. But memoization techniques do
not help when parsing invalid graphs or if all parses of an ambiguous
input graph shall be determined.

Keywords: hyperedge replacement grammar, graph parsing, parser generator

1 Introduction

In earlier work [4], we have devised predictive shift-reduce parsing (PSR), which
lifts D.E. Knuth’s LR string parsing [9] to graphs and runs in at most expected
linear time in the size of the input graph. However, parsing for graph grammars
based on hyperedge replacement (HR) is in general NP-hard, even for a par-
ticular grammar [6]. Therefore, PSR parsing is restricted to a subclass of HR
grammars, which particularly must be unambiguous. We have recently extended
PSR parsing to generalized PSR (GPSR) parsing [7], which can be applied to
every HR grammar.

GPSR parsing has been motivated by M. Tomita’s generalized LR (GLR)
parsing for strings [12]. The original GLR parsing algorithm by Tomita runs in
O(n**+1) time where n is the length of the input string and k the length of the
longest rule in the grammar, but J.R. Kipps improved it to O(n?) [8], which
is the same complexity as of a parser using the Cocke- Younger-Kasami (CYK)
algorithm [13].

GPSR parsing cannot be efficient in general because GPSR parsers can be
applied to every HR grammar. But our experiments [7] have shown that GPSR
parsers are even slower than simple graph parsers that extend the CYK algorithm

33



to graphs [10,11]. Manual tuning of GPSR parsers by using language specific
strategies (see Sect. 4) helped to improve their efficiency, but even those tailored
parsers have not always been faster than the corresponding CYK parsers.

GPSR parsers identify parses of an input graph in a search process that may
run into dead ends. They are inefficient because they waste time in this process
and because they discard all information collected in these dead ends, even if
it could be used later. This paper proposes to use memoization techniques to
keep the information and to reuse it later. Reuse allows to skip long sequences
of parsing operations that would just recreate information that has already been
collected earlier.

GPSR parsing with memoization has been implemented in the graph-parser
distiller GRAPPA'. Experiments with generated parsers for different example
languages demonstrate that memoization substantially improves parsing speed.

The remainder of this paper is structured as follows. After recalling HR
grammars in Sect. 2, PSR parsing in Sect. 3, and GPSR parsing in Sect. 4, we
describe how memoization can speed up GPSR parsing in Sect. 5. We compare
its performance with plain GPSR parsing and with CYK parsing using three
example graph languages in Sect. 6: Sierpinski graphs, series-parallel graphs,
and structured flowcharts, where GPSR parsing with memoization substantially
improves plain GPSR parsing. Sect. 7 concludes the paper.

2 Graph Grammars Based on Hyperedge Replacement

Throughout the paper, we assume that X is a global, countably infinite supply
of nodes, and that X is a finite set of symbols that comes with an arity function
arity: X — N, and is partitioned into disjoint subsets A of nonterminals and
and T of terminals.

We represent hypergraphs as ordered sequences of edge literals, where each
literal represents an edge with its attached nodes. This is convenient as we shall
derive (and parse) the edges of a graph in a fixed order.

Definition 1 (Hypergraph). For a symbol a € X and k = arity(a) pairwise
distinct nodes x4, ...,x; € X, @ = a® """k represents a hyperedge that is labeled
with a and attached to x1,...,zx. Ex denotes the set of hyperedges (over X).

A graph v = (V, ) over X consists of a finite set V' C X of nodes and a
sequence ¢ = e ---e, € &5 of hyperedges such that all nodes in these literals
are in V. Gy denotes the set of all graphs over X.

We say that two graphs v = (V, ) and 4" = (V’, ¢’} are equivalent, written
vy, if V=V’ and ¢ is a permutation of ¢’.

In the following, we usually call hypergraphs just graphs and hyperedges just
edges. For a graph v = (V, ¢), we use the notation V,, = V.

Note that graphs are sequences rather than multisets of literals, i.e., two
graphs (V, ) and (V',¢’) with the same set of nodes, but with different se-
quences of literals are considered to differ, even if V. = V' and ¢’ is just a

! Available under www.unibw.de/inf2/grappa.
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permutation of ¢. However, such graphs are equivalent, denoted by the equiv-
alence relation . In contrast, “ordinary” graphs would rather be represented
using multisets of literals instead of sequences. The equivalence classes of graphs,
therefore, correspond to conventional graphs. The ordering of literals is techni-
cally convenient for the constructions in this paper. However, input graphs to be
parsed should of course be considered up to equivalence. Thus, we will make sure
that the developed parsers yield identical results on graphs g, ¢’ with g > g'.

An injective function po: X — X is called a renaming, and ~¢ denotes the
graph obtained by replacing all nodes in v according to g. Although renamings
are, for technical simplicity, defined as functions on the whole of X, only the finite
subset V, € X will be relevant. We define the “concatenation” of two graphs
7= (V)7 =(V',¢') € Gs as vy = VUV, pp'). If a graph v = (V. p) is
completely determined by its sequence ¢ of literals, i.e., if each node in V also
occurs in some literal in ¢, we simply use ¢ as a shorthand for v. In particular,
a literal @ = a**""** € £y is identified with the graph ({z1,...,zx}, @).

A hyperedge replacement rule r = (A — «) (rule for short) has a nonterminal
edge A € €y as its left-hand side, and a graph a € Gy, with Vi C V,, as its right-
hand side.

Consider a graph v = SAfB € Gy with a nonterminal edge A and a rule
r = (A — ). A renaming p: X — X is a match (of  in v) if A* = A and
if V, N Vo € Vau.? A match p of r derives «y to the graph o/ = BakB. This is
denoted as y=,, 7. If R is a finite set of rules, we write v = " if y=, .,
for some match p of some rule r € R.

Definition 2 (HR Grammar). A hyperedge replacement grammar I' =
(X, T,R,Z) (HR grammar for short) consists of symbols X with terminals
T C X as assumed above, a finite set R of rules, and a start graph Z = Z¢ with
Z € N of arity 0. I" generates the language L(I') = {g € G1 | Z=% g}.

In the following, we simply write = and =* because the rule set R in question
will always be clear from the context.

Ezample 1 (A HR Grammar for Sierpinski Triangles). The following rules
yAd G} DY* D*Y? _1> DIUW DuYY pwrz DY? ;} trY?

generate Sierpinski triangles as graphs where triangles are represented by ternary
edges of type t. This grammar is in fact a slightly modified version of [6, p. 189]
where edges of triangles are represented by binary edges.

Fig. 1 shows a derivation with graphs as diagrams, in particular with t-edges
drawn as triangles. This corresponds to the following derivation. Underlines in-
dicate rewritten nonterminal edges:

Ze:>DabK:>DabcDbthcj[:>DabcDbDeDDhiDeichj[
0 1 - 1 -

= DabcDbDe DahiDeij Dcfg ijEDgE[ ; tabctbaetbbiteijtcfgtfjétgél
1 2

2 Le., a match p makes sure that the nodes of o that do not occur in A = A* do
not collide with the other nodes in 7.
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Fig.1. A derivation of the graph t**t"*t®"'t*Vt79t/1%:9%" Nodes are drawn as circles
with their names inscribed, nonterminal edges as boxes or triangles around their label,
with lines to their attached nodes, and terminal edges as triangles visiting their attached
nodes counter-clockwise, starting at the top corner. The numbers inside the terminal
triangles are used later to refer to the corresponding terminal edges.

3 Predictive Shift-Reduce Parsing

The article [4] gives detailed definitions and correctness proofs for PSR parsing.
Here we recall the concepts only so far that we can describe its generalization in
the next section.

A PSR parser attempts to construct a derivation by reading the edges of a
given input graph one after the other.> However, the parser must not assume
that the edges of the input graph come in the same order as in a derivation. E.g.,
when constructing the derivation in Fig. 1, it must also accept an input graph
tabegboercfardbipeiitfittotl where the edges are permuted.

Before parsing starts, a procedure described in [3, Sect. 4] analyzes the gram-
mar for the unique start node property, by computing the possible incidences of
all nodes created by a grammar. The unique start nodes have to be matched
by some nodes in the right-hand side of the start rule of the grammar, thus
determining where parsing begins. For our example, the procedure detects that
every Sierpinski graph has a unique topmost node. That is a node with a single
t-edge attached where the node is the first in the edge’s attachments. The node

3 We silently assume that input graphs do not have isolated nodes. This is no real
restriction as one can add special edges to such nodes.

36



£/ g,
L / gy
® = DezY /g™ [ )
@ = D2y /g, L
®— Dbdg/q;bdcg N
® = D22 /g5

bxy
t—== b bzyacf
0 D" /g
eex /qec;L
2

ecx bdbzaec
@D#’ abcde f
( 4y )
rl: Debe
b = J
Dbgg/q:;ﬁgac Degg/qgggc

Fig. 2. The characteristic finite automaton for the HR grammar of Sierpinski triangles.

z in the start rule Z¢ — D*¥* must be bound to the topmost node of any input
graph.* If the input graph has no topmost node, or more than one, it cannot be
a Sierpinski graph, so that parsing fails immediately.

A PSR parser is a push-down automaton that is controlled by a characteristic
finite automaton (CFA). The stack of the PSR parser consists of states of the
CFA. The parser makes sure that the sequence of states on its stack always
describes a valid walk through its CFA.

Fig. 2 shows the CFA for our example of Sierpinski graphs. It has been gen-
erated by the graph parser distiller GRAPPA! using the constructions described
in [4], and consists of eight states. Each state has a unique state number and a
number of parameters, which are written as subscript and superscript, respec-
tively. Parameters are placeholders for nodes of the input graph, which have
already been read by the parser. The initial state is g§. Its parameter a is bound

4 The other two nodes of the start rule, in fact, can be uniquely identified, too, which
could be used as a second and a third start node bound to y and z, respectively.
However, the corresponding CFA is too complicated for a presentation in this paper.
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to the start node of the input graph, i.e., the topmost node, when parsing starts.
Transitions between states are labeled by pairs with a slash as a separator. The
first part of a label is the trigger of the transition whereas the second part of a
label determines the parameters of the target state of the transition. Note that
the latter is in fact the target state of the transition with its parameters set
to the values used in the label. The trigger is a placeholder for an edge whose
attached nodes are either parameters of the source state of the transition, or
placeholders z or y, which stand for nodes of the input graph that have not
yet been read by the parser. Note that some transitions have multiple labels.
This is in fact a shortcut for different transitions, each with one of these labels.
We are going to describe the meaning of labels in the following and shall use
tabegboepcfardbitelitfittotl 45 an input graph.

A PSR parser starts with a stack that contains the input state with its
parameters bound to the start nodes. In our example this is ¢ with a being
bound to node a, written as g§. We call such a state with all its parameters being
bound to input graph nodes a concrete state. The next action of the parser is
always determined by the topmost state on the stack, which is concrete, and by
consulting the corresponding state in the CFA. Three different types of actions
are distinguished:

A shift action reads a yet unread edge of the input graph. This corresponds
to an outgoing transition with a terminal trigger. The trigger fits if the input
graph contains an unread edge labeled with the trigger label and being attached
to input graph nodes as specified by the node placeholders of the trigger. If the
topmost state is g, there is an outgoing transition to state ¢3°¢ with a trigger
t*®Y, Parameter a is bound to a, and its second and third attached nodes must
be unread nodes, indicated by x and y. Edge t*¢ fits this trigger because t®°
and b as well as ¢ are yet unread. The shift action marks this edge as well as its
attached nodes as read, and pushes the target state of the transition on the stack.
The second part of the label determines the binding of this state. In our example,

this is qgg where a,z,y are bound to a, b, ¢, respectively. As a consequence, the

stack will now contain ¢§ and ¢§°¢ with the latter being the new topmost state.

A reduce action is performed when the top state of the stack corresponds
to the right-hand side of a rule which is then replaced by the corresponding left-
hand side. The parser recognizes this situation by inspecting just the topmost
state of the stack; states that allow a reduce action are marked accordingly. In
Fig. 2, these states are drawn with a thick border and additionally labeled by r0,
r1, and r2 together with a placeholder for a nonterminal edge. For instance, ¢$*¢
is labeled by r2:D%¢ where r2 means a reduction using rule 2 of the grammar.
The reduce action in fact consists of three consecutive steps. In the first step, the
parser creates a nonterminal as indicated by the state label. In our example, it
is r2:D%°. With a topmost state q3°¢, a, b, c are bound to a, b, ¢, which produces
a nonterminal D', In the second step of the reduce action, the parser pops as
many states off the stack as this rule’s right-hand side contains edges, i.e., just
one state for rule 2. For instance, when starting with stack contents ¢§¢$°°, ¢5°¢

is popped off, yielding a stack just containing ¢g. The third step is called a goto
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step. It inspects the new topmost state, i.e., g§ here, and selects an outgoing
transition whose trigger fits the nonterminal edge produced in the first step, i.e.,
D and the transition to ¢¢¢. The parser then pushes the target state with its
parameters bound according to the transition label. In our example, the stack is
then ¢8q§°*.

An accept action is in fact a particular reduce action for the start rule, i.e.,
rule 0 in our example. The input graph is accepted if the topmost state of the
stack is labeled with r0:S, i.e., state ¢#*° in our example, and if all nodes and
edges of the input graph are marked as read. In our example with stack contents
q8qf®, the parser has rather reached the accepting state, but there are some
unread edges and nodes, i.e., the input graph cannot be accepted yet.

The parser fails if neither a shift, reduce, nor accept action is possible.

As described in [4], such a CFA can be computed for every HR grammar.
But it can control a PSR parser as described above only if its states do not
have conflicts. A conflict is a situation where the parser must choose between
different actions. It is clear that the parser cannot run into a dead end if no state
of the CFA has a conflict; the parser can then always predict the correct action
which avoids a dead end for valid graphs.® But in the case of conflicts, the parser
must choose between several actions; it cannot predict the correct next action.
A grammar with such a CFA is not PSR parseable.

Our example grammar for Sierpinski graphs is not PSR parseable because
states ¢°°¢ and ngCdef have conflicts. When the parser reaches ¢3¢, for in-
stance, it must read a t-edge in the next shift step, and it must choose between
an edge being attached to b (or rather the node that b is bound to) or e, indicated

abc

by the transition to ¢5°°.

4 Generalized Predictive Shift-Reduce Parsing

In [7] we have proposed generalized PSR (GPSR) parsing for grammars that are
not PSR parseable. A GPSR parser is primarily a PSR parser that follows all
different choices if a state has conflicts. It tries to save time and space in a similar
way as M. Tomita’s generalized LR parser for context-free string grammars [12].
Let us briefly summarize how GPSR parsing works.

Whereas a PSR parser maintains a single stack for parsing, a GPSR parser
in fact maintains a set of stacks. This set is stored as a so-called graph-structured
stack (GSS), which is described in the next paragraph. For each stack, the parser
determines all possible actions based on the CFA as described for the PSR parser.
The parser has found a successful parse if the action is accept and the entire input
graph has been read. (It may proceed if further parses shall be found.) If the
parser fails for a specific stack, the parser just discards this stack, stops if this has
been the last remaining stack, and fails altogether if it has not found a successful

5 This does not necessarily mean that PSR parsers are deterministic; different edges
may be chosen for the same shift action. This does not occur in our example of
Sierpinski graphs. In general, a grammar can only be PSR parseable if it additionally
satisfies the free edge choice property [4].
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parse previously. If the CFA, however, indicates more than one possible action,
the parser duplicates the stack for each of them, and performs each action on
one of the copies.

In fact, a GPSR parser does not store complete copies of stacks, but shares
their common prefixes and suffixes. The resulting structure is a DAG known
as a graph-structured stack (GSS) as proposed by M. Tomita [12]. Each node
of this DAG (called GSS node in the following) is a state. An individual stack
is represented as a path in the GSS, from some topmost state to the unique
initial state. Working on the GSS instead of on a set of complete copies of
different stacks does not only save space, but also time: instead of repeating the
same operations on different stacks that share the same suffix, the parser has to
perform these actions only once. Furthermore, maintaining the GSS simplifies
the construction of all parse trees (the so-called parse forest) of an ambiguous
input. But we ignore this aspect in this paper.

Remember that we represent graphs as permutations of edges. By trying
out every action offered by the CFA in each step, the GPSR parser effectively
performs an exhaustive search in the set of all permutations of the input graph
edges permitted by the CFA. This has two immediate effects for a GPSR parser:

Consider two different stacks reached by the GPSR parser. Each stack rep-
resents a different history of choices the parser has made. In particular, different
input graph edges may have been read in these histories. The parser, therefore,
cannot globally mark edges as read, but it must store, for each stack separately,
which edges of the input graph have been read. In fact, each GSS node keeps
track of the set of input graph edges that have been read so far. Note that GSS
nodes may be shared only if both their concrete states and their sets of read
edges coincide.

Whenever the parser has a GSS that represents at least two different stacks,
it must choose the stack that it considers next for its actions. It may employ
a breadth-first strategy or a depth-first strategy. In [7], we have shown for two
example languages (series-parallel graphs and structured flowcharts; see Sect. 6)
that the chosen strategy strongly affects the parser speed. In fact, a standard
strategy was always too slow, even slower than a simple CYK parser. Instead,
specifically tailored strategies have been used that give certain grammar rules
preference over others. This requires extra manual work when building a parser
and was the motivation for this paper, in particular because even this does not
always help in creating a GPSR parser that is faster than a CYK parser.

As a matter of fact, breadth-first and depth-first produce slow parsers for the
language of Sierpinski graphs, too. We shall demonstrate this by describing the
steps of the GPSR parser for the input graph t®°ct®¢t¢79t2bitelifittotl (see Fig. 1).
To save space, we refer to these edges by numbers 1 = t°¢, 2 = tb%¢ 3 = t<fs 4 —
0t 5 = t¢1 6 = /% 7 = t9¥!, These numbers correspond to the numbers within
the triangles in Fig. 1. And we write GSS nodes in compact form: e.g., 2?221 refers
to the concrete state qghi and indicates that the edges 1 = t**¢, 2 = t%®¢ and
4 = t°%" have been read already. Fig. 3 shows the graph-structured stacks after
each step of the GPSR parser where a step consists of all actions performed by
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Fig. 3. Graph-structured stacks and steps of the GPSR parser when parsing the Sier-
pinski graph with the edges 1 = t**°,2 = t**, 3 =%, 4 = t*"" 5 = t*V 6 = t/'* 7 = 9%,

the parser when working on a specific state. Stacks grow to the right, i.e., the
initial state is at the left end whereas topmost states are at the right ends. The
steps in fact follow the depth-first strategy which turned out to be a bit faster
than the breadth-first strategy.

The parser starts (step 0) with a single stack that contains just 0%, i.e., the
initial (concrete) state ¢§ where no edge has been read yet. The first four steps
are just PSR steps as described in the previous section: edge 1 = t°°¢ is shifted
in step 1, a reduce action for rule 2 happens in step 2. Edge 2 = t"?¢ is shifted in
step 3, and this edge is reduced using rule 2 in step 4, reaching state ¢5°¢*¢. This
state allows to shift 3 = t°/® as well as 4 = t°% (see Fig. 2), producing two stacks,
represented by the GSS after step 5. Note that the topmost states of these stacks
are both ¢o-states, but with different parameter bindings and differing sets of
read input graph edges. 2§13 is reduced in step 6, resulting in 5{%, which is
considered next in step 7 because of the depth-first strategy. In fact, the parser
continues working on this stack until it fails in step 12: the stack has the topmost
state 55155, when step 12 starts, i.e., only 4 = t° and 5 = t*V are yet unread,

but they do not fit to any outgoing transition of ¢§/'*. The parser continues with

working on the remaining stack, i.e., with topmost state 2?'2’41. The remaining
steps are again plain PSR steps because the parser need not choose between
different actions until it accepts the input graph in step 24 in state 1?3;)4567, ie.,

the accepting state with all edges having been read.
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Fig. 4. Visual representation of the edges that are marked as read after the different
steps in Fig. 3.

The parser has in fact wasted time by choosing the topmost state 2?293 for
the next stack to work on in step 6. If it had chosen 2?3;1 instead, it would have
eventually reached the following GSS in step 17:

1abc_3boeac_2bhi

12 124
& —

13354567
i.e., the parser would have found a successful parse after 17 instead of 24 steps.
Of course, the parser could then continue with the remaining stack, which would
correspond to the steps 6-12 in Fig. 3., i.e., it would not produce further results.
The parser can terminate as soon as it has found a parse because the grammar
is unambiguous. But even if the grammar were ambiguous, the parser could
terminate after the first parse being found if one is interested in just one parse.
So the question remains whether the parser could be improved by more care-
fully choosing the stack where the parser continues. For this purpose, consider
Fig. 4, which shows the diagram of the input graph after steps 1-20 in Fig. 3.
It highlights those edges that are marked as read in the state that has just been
pushed to the GSS in the corresponding step. In the steps 1 and 2, for instance, it
is the topmost triangle 1 = t°°¢, in steps 3 and 4 triangles 1 = t°°¢ as well as 2 =
t°%¢ and so on. Fig. 4 does not show the situation for steps 21-24 where all edges
are marked as read. As one can see, the parser erroneously “walks down” to the
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lower right triangles 3, 6, and 7 in steps 6-11, discards the corresponding stack in
step 12, and again walks down the same path in steps 17-20. So one could assume
that a strategy that chooses the left walk first (which corresponds to state 2?3;1)
instead of the right walk (which corresponds to
state 2{13) would improve the parser behavior. How-
ever, this is in general not the case. The figure to the
right shows a Sierpinski graph where walking down
right first finds the parse faster than walking down left
first (25 vs. 30 steps): Walking left down first reduces 4
triangles 6-8 twice, once before reducing triangles 3— 6

5 and once after that, which is avoided when walk-

ing right down first. Apparently, there is not an easy 7 8
strategy to always find the parse fast. But memoization
solves this problem.

5 Memoization

The GPSR parser finds a parse for a valid input graph faster if it either avoids
dead ends like the erroneous walk right down in steps 6-11 (Fig. 4) or if the
effort spent in such a dead end is not wasted, but is reused later. To see this,
let us consider the parsing steps in Fig. 3 more closely. In step 11, it performs a
reduce action for rule 1 on state 45559° producing a nonterminal D" (see Fig. 2),
popping three states off the stack yielding 393°%¢ as a (temporary) topmost state
and then pushes state 5{4%s,. Moreover, it is known, by comparing the set of
read edges of this new topmost state with the set of its predecessor on the stack,
that D9' represents the subgraph consisting of the triangles 3, 6, and 7. But
the same nonterminal D' representing the same subgraph is again produced in

step 23 where the parser performs a reduce action for rule 1 on state 4;2;&267,

pops three states off the stack yielding state 3792, and performs a goto step to

450509 triggered by D' (see Fig. 2). Note, however, that 35012 was already the
topmost state after step 16. So if the parser remembered that it has produced
a DY earlier, it could reuse it in step 17 and perform a goto step to 4?2;2?67
right away. As a result, the parser would immediately reach the GSS that Fig. 3
shows after step 23, i.e., the parser would skip six steps and accept the input
graph in 18 instead of 24 steps.

In the following, we describe how this observation leads to a systematic ap-
proach that allows to skip entire sequences of parsing steps by reusing nonter-
minal edges that have been produced earlier. This is a memoization approach
because it depends on memorizing these nonterminal edges.

The main idea is to store a nonterminal edge in a memo store whenever
it is produced in a reduce action and to look up nonterminals in the memo
store whenever the parser reaches a state with an outgoing transition triggered
by nonterminal edges. The memo store in fact must store nonterminal edges
together with the set of terminal edges that are represented by them. To be
more precise, let us assume that the parser analyzes the input graph h € Gr.
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The memo store then contains pairs (A, g) where A is a nonterminal edge,
g € Gr is a terminal graph with A=-*g¢ and h < gh’ for some graph h' € G,
i.e., g consists of input graph edges. For instance, the memo store after step 16
in Fig. 3 consists of the following pairs, produced by the reduce actions in one
of the previous steps:

{(D" 245), (D°°¢ 2), (D" 367), (D¢ 3),
<Dabc’ ]‘>7 <Dahi’ 4>7 <Deij7 5>7 <DfJE7 6>7 <Dgé[7 7>}’

Edges in the second components of pairs are again represented by their numbers.

The lookup operation is controlled by the nodes bound to parameters of the
current state, by the (nonterminal) label of the transition, and by the set R of
edges that are marked as read in the current state. The lookup operation may
return valid pairs only. These are pairs (A, g) whose graph g does not contain
any edge that is also a member of R. Otherwise, edges in g and in R would be
read twice.®

As an example, let us now consider state 3;’331? after step 16. The CFA (Fig. 2)

has three outgoing transitions with nonterminal triggers D%, D9 and DZ¥

when replacing parameters by nodes bound to them. z and y may be bound only

to nodes that have not yet been read in state 3[1’321? Unread nodes are determined

by the set 1245 of read edges, i.e., f,g,& [ are unread in this state. The memo
store, therefore, does not contain a pair for D2 but it contains (D" 367)
for D9% and (D9 3) for DY, Note that (D', 367) does not fit DY because
node j has been read already. The lookup operation, therefore, has in fact found
two valid pairs, and the parser could perform goto actions with both of them.
Moreover, it can ignore them both and continue in the regular way, i.e., shift
edge 3 = t19 (see step 17 in Fig. 3). Because the GPSR parser, by design, does
not rule out any choice, it will consider all of them. That way, memoization does
not affect the correctness of the parser; if reusing of nonterminals does not lead
to acceptance of a valid input graph, regular GPSR will do. But the parser needs
a criterion which of the choices to try first. The natural choice is to prioritize the
nonterminal edge that represents the largest subgraph; the corresponding goto
has the potential to skip the longest sequence of parsing steps. In our example,
this is (D9, 367), i.e., just the case described at the beginning of this section.

The GRAPPA! parser distiller has been extended to generate parsers that
maintain a memo store in hash tables and that look up all valid pairs when
the parser reaches a state with outgoing nonterminal edges. Looked up pairs are
ordered by the size of their represented subgraph and tried in that sequence. And
it tries the regular GPSR actions if none of these choices leads to acceptance.

5 We assume that there are no parallel edges with the same label. Otherwise, each
edge must have a unique name and the lookup operation must make sure that it
does not return an edge with a name that is also a member of R.
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Fig. 5. Recursive definition of Sierpinski graphs T, for n > 0 (left) and running time
(in ms) of different parsers analyzing T), for varying values of n (right).

6 Evaluation

We now report on running time experiments when parsing Sierpinski graphs. We
generated three different parsers: a CYK parser using DIAGEN” [11], a GPSR
parser using the depth-first strategy described in Sect. 4, and finally a GPSR
parser using the depth-first strategy and memoization as described in the pre-
vious section. The GPSR parsers have been generated using GRAPPA, and they
stop as soon they can accept the input graph. The CYK parser was in fact
optimized in two ways: the parser creates nonterminal edges by dynamic pro-
gramming, and each of these edges can be derived to a certain subgraph of the
input graph. The optimized parser makes sure that it does not create two or
more indistinguishable nonterminals for the same subgraph, even if the nonter-
minals represent different derivation trees (which does not occur here.) And it
stops as soon as it finds a derivation of the entire input graph.

Running time of the three parsers has been measured for Sierpinski graphs
T, for different values of n. Each T,, consists of 2n + 1 triangles. T is just a
single triangle, and T,, (for n > 0) is made of Ty, T}y, and T}, —k—m—1 as shown
in Fig. 5 where k = |(n—1)/3] and m = |[(n—k—1)/2], i.e., the 2n+1 triangles
of T,, are as equally distributed to Tk, T},, and Ty, _p_,,—1 as possible.

Fig. 5 shows the running time of the different parsers applied to T,, with
varying value n, measured on an iMac 2017, 4.2 GHz Intel Core i7, OpenJDK
12.0.1 with standard configuration, and is shown in milliseconds on the y-axis
while n is shown on the z-axis. Note the substantial speed-up when using mem-
oization (called “Memo” in the legend) compared to the plain GPRS parser
(called “GPSR”). In fact, the GPSR parser using memoization allows to parse
Sierpinski graphs which cannot be parsed in practice by the other two parsers.

Moreover, we reconsider the examples of series-parallel graphs and structured
flowcharts, which we have used in [7]:

The following rules generate series-parallel graphs [6, p. 99]:

ZF— G" G™ — ™ G" — G"™ G G"™ — G"* G
0 1 2 3

" Homepage: www.unibw.de/inf2/diagen
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Structured flowcharts are flowcharts that do not allow arbitrary jumps, but
represent structured programs with conditional statements and while loops.
They consist of rectangles containing instructions, diamonds that indicate con-
ditions, and ovals indicating begin and end of the program. Arrows indicate
control flow; see Fig. 6 for an example (text within the blocks has been omit-
ted). Flowcharts are easily represented by graphs as also shown in Fig. 6. The
following rules generate all graphs representing structured flowcharts:

Z° — begin®” P*Y end”
P*Y — S | p*S*Y

S™ — instr®™ | cond™" P"Y P*Y | cond™¥ P"*

None of these grammars is PSR because their CFAs have conflicts. We used
these examples in [7] to compare GPSR parsers with CYK parsers. We extend
these experiments here and additionally compare these parsers with a GPSR
parser using memoization.

As in [7], we employ GPSR parsers with two different strategies for series-
parallel graphs and for structured flowcharts. GPSR 1 employs a breadth-first
strategy whereas GPSR 2 applies a more sophisticated strategy. It requires gram-
mar rules to be annotated with either first or second priority. The GPSR 2 parser
for series-parallel graphs gives rule 3 (series) precedence over rule 2 (parallel)
whereas the GPSR 2 parser for structured flowcharts gives sequences priority
over conditional statements.

Running time of the parsers has been measured for series-parallel graphs S,
as shown in Fig. 7 and for flowcharts Fj, defined in Fig. 8. Each F), consists of
n conditions and 3n + 1 instructions. The flowchart in Fig. 6 is in fact F3. F,
has a subgraph D,,, which, for n > 0, contains subgraphs D,, and D,,, with
n = m + m’ + 1. Note that the conditions in F, form a binary tree with n
nodes when we ignore instructions. We always choose m and m’ such that it is
a complete binary tree.

Fig. 9 shows the running time of the different parsers applied to S,, and F,,
with varying value n on the same platform as for Sierpinski graphs. The experi-
ments again show that the GPSR parser with memoization is substantially faster
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Fig.9. Running time (in ms) of different parsers analyzing series-parallel graphs S,
(left) and structured flowcharts F), (right) with varying value n.

than the CYK faster and even more faster than most of the GPSR parsers. Only
GPSR 2 for structured flowcharts is a bit faster than the memoization parser
because it need not maintain the memo store. But note that realizing the hand-
tailored strategy for the GPSR 2 parser required additional programming work,
whereas the memoization parser has been generated by the GRAPPA distiller
without any further manual work.

7 Conclusions

We have proposed to use memoization to make GPSR parsing faster by memo-
rizing nonterminal edges that have been created in the search process and that
are discarded by plain GPSR parsing although this information could be reused
later. Our experiments with three example languages (Sierpinski graphs, series-
parallel graphs, and structured flowcharts) have shown that GPSR parsing with
memoization is in fact substantially faster for theses examples. However, mem-
oization is not a silver bullet. It cannot speed up GPSR parsing when analyzing
invalid input graphs. In these cases, they must completely traverse the entire
search space, essentially falling back to plain GPSR parsing. The same applies
if one is not only interested in one successful parse, but in all parses if the input
graph is ambiguous.

Memoization techniques have also been used to speed up GLR parsers for
strings; Kipps improved the original GLR algorithm from O(n**1) to O(n?) (see
Sect. 1) using memoization [8]. And this speed-up is independent of the input
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string being valid or invalid. But memoization for GLR parsing differs entirely
from memoization for GPSR parsers proposed here: A GLR parser searches all
parsers of the input graph in parallel, and all these “parsing processes” are syn-
chronized by reading one input string token after the other. Memoization helps
to speed up reduce steps in the graph-structured stack. A GPSR parser, instead,
must try different “reading sequences” of the input graph, and memoization helps
to reuse information that has been found earlier in a different reading sequence.
In future work, we will apply GPSR parsing with memoization to examples
from natural language processing, in particular for parsing Abstract Meaning
Representations (AMR) [1]. PSR parsing cannot be applied there because almost
all grammars are ambiguous in this field. In particular, we would like to compare
our parser with the state of the art in this field, i.e., the Bolinas parser [2] by
D. Chiang, K. Knight et al. that implements the polynomial algorithm for HR
grammars devised in [10] and the s-graph parser [5] by A. Koller et al.

References

1. Banarescu, L., Bonial, C., Cai, S., Georgescu, M., Griffitt, K., Hermjakob, U.,
Knight, K., Koehn, P., Palmer, M., Schneider, N.: Abstract meaning representa-
tion for sembanking. In: Proc. 7th Linguistic Annotation Workshop at ACL 2013
Workshop. pp. 178-186 (2013)

2. Chiang, D., Andreas, J., Bauer, D., Hermann, K.M., Jones, B., Knight, K.: Parsing
graphs with hyperedge replacement grammars. In: Proc. 51st Ann. Meeting of the
Assoc. for Computational Linguistic (Vol. 1: Long Papers). pp. 924-932 (2013)

3. Drewes, F., Hoffmann, B., Minas, M.: Approximating Parikh images for generating
deterministic graph parsers. In: Software Technologies: Applications and Founda-
tions - STAF 2016 Collocated Workshops. LNCS 9946, pp. 112-128 (2016)

4. Drewes, F., Hoffmann, B., Minas, M.: Formalization and correctness of predictive
shift-reduce parsers for graph grammars based on hyperedge replacement. Journal
of Logical and Algebraic Methods in Programming 104, 303-341 (Apr 2019).

5. Groschwitz, J., Koller, A., Teichmann, C.: Graph parsing with s-graph grammars.
In: Proc. of the 53rd Annual Meeting of the Association for Computational Lin-
guistics, ACL 2015, Vol. 1: Long Papers. pp. 1481-1490 (2015)

6. Habel, A.: Hyperedge Replacement: Grammars and Languages, LNCS 643.
Springer (1992)

7. Hoffmann, B., Minas, M.: Generalized predictive shift-reduce parsing for hyperedge
replacement graph grammars. In Proc. LATA 2019, LNCS 11417, pp. 233-245.

8. Kipps, J.R.: GLR parsing in time O(n®). In: Tomita, M. (ed.) Generalized LR
Parsing, pp. 43-59. Springer US, Boston, MA (1991).

9. Knuth, D.E.: On the translation of languages from left to right. Information and
Control 8(6), 607 — 639 (1965)

10. Lautemann, C.: The complexity of graph languages generated by hyperedge re-
placement. Acta Informatica 27, 399-421 (1990)

11. Minas, M.: Concepts and realization of a diagram editor generator based on hyper-
graph transformation. Science of Computer Programming 44(2), 157-180 (2002)

12. Tomita, M.: An efficient context-free parsing algorithm for natural languages. In:
Proc. of the 9th Int. Joint Conf. on Artificial Intelligence. pp. 756-764 (1985

13. Younger, D.H.: Recognition and parsing of context-free languages in time n”. In-
formation and Control 10(2), 189-208 (1967)

48



Rule-based graph repair*

Annegret Habel, Christian Sandmann

Universitat Oldenburg
{habel, sandmann}@informatik.uni-oldenburg.de

Abstract. Model repair is an essential topic in model-driven engineer-
ing. Since models are suitably formalized as graph-like structures, we
consider the problem of rule-based graph repair: Given a rule set and a
graph constraint, try to construct a graph program based on the given
set of rules, such that the application to any graph yields a graph sat-
isfying the graph constraint. We show the existence of rule-based repair
programs for specific constraints compatible with the rule set.

1 Introduction

In model-driven software engineering the primary artifacts are models, which
have to be consistent wrt. a set of constraints (see e.g. [EEGH15]). These con-
straints can be specified by the Object Constraint Languague (OCL). To increase
the productivity of software development, it is necessary to automatically de-
tect and resolve inconsistencies arising during the development process, called
model repair (see, e.g. [NEF03,MTC17,NKR17]). Since models can be repre-
sented as graph-like structures [BET12] and a subset of OCL constraints can
be represented as graph conditions [RAB*18], we investigate graph repair and
rule-based graph repair.

In [HS18], the problem of graph repair is considered: Given a graph constraint d,
we derive a rule set R(d) from the constraint d and try to construct a graph
program using this rule set, called repair program. The repair program is con-
structed, such that the application to any graph yields a graph satisfying the
graph constraint. In this paper, we consider the problem of rule-based graph
repair: Given a set of rules R and a constraint d, try to construct a repair pro-
gram P based on the rule set R, i.e. we equip the rules of R with application
conditions [HP09], with interface [Pen09], and a context. The repair program in
[HS18], and an R(d)-based repair program for d are equal.

Rule-based repair problem

rule-based | R-based program P
constraint d : >
repair VG =p HHEd

* This work is partly supported by the German Research Foundation (DFG), Grants
HA 2936/4-2 and TA 2941/3-2 (Meta-Modeling and Graph Grammars: Generating
Development Environments for Modeling Languages).

rule set R

49



If a graph G is generated by a grammar with rule set R, then, after the ap-
plication of an R-based program, the result can be generated by the grammar,
too.

We show that, given a rule-system compatible with a “proper” constraint without
conjunctions and disjunctions, a rule-based repair program for the constraint can
be constructed. Unfortunately, compatibility is undecidable. Fortunately, it turns
out to be semi-decidable. We illustrate our approach by a small railroad system.

Example 1 (railroad system). The specification of a railroad system is given
in terms of graphs, rules (for moving the trains), and constraints. The basic items
are waypoints, bi-directional tracks and trains. The static part of the system is
given by a directed rail net graph: tracks are modeled by undirected edges (or
a pair of directed edges, respectively) and trains are modeled by edges. Source
and target nodes of a train edge encode the train’s position on the track and
the direction of its movement. The dynamic part of the system is specified by
graph transformation rules. The rules model the deletion and movement of trains
thereon.

Delete = ( .__ — P Q— P Q)

The structure of the paper is as follows. In Section 2, we review the definitions
of graphs, graph conditions, and graph programs. In Section 3, we introduce
rule-based repair programs, show that there are rule-based repair programs for
so-called proper conditions (without conjunctions and disjunctions) compatible
with a rule set, and show that compatibility is semi-decidable. In Section 4, we
present some related concepts. In Section 5, we give a conclusion and mention
some further work.

2 Preliminaries

In the following, we recall the definitions of directed, labelled graphs, graph
conditions, rules, and graph programs [EEPT06,HP09].

A directed, labelled graph consists of a set of nodes and a set of edges where
each edge is equipped with a source and a target node and where each node and
edge is equipped with a label.

Definition 1 (graphs & morphisms). A (directed, labelled) graph (over a
label alphabet £) is a system G = (Vg, Eq,sa.te, lv,¢,1g,¢) where Vg and E¢
are finite sets of nodes (or vertices) and edges, s¢,ta: Eg — Vg are total func-
tions assigning source and target to each edge, andly ¢: Vg = L, 1g.¢: Eq¢ = L
are total labeling functions. If Vg = (), then G is the empty graph, denoted by 0.
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A graph is unlabelled if the label alphabet is a singleton. Given graphs G and
H, a (graph) morphism g: G — H consists of total functions gv: Vg — Vg and
gr: E¢ — Ep that preserve sources, targets, and labels, that is, gyosg = sgogg,
gvotg =tmogr,Iv,e =lv,mogv, lg,c = 1,1 o gg. The morphism g is injective
(surjective) if gy and gg are injective (surjective), and an isomorphism if it is
injective and surjective. In the latter case, G and H are isomorphic, which is
denoted by G = H. An injective morphism ¢g: G < H is an inclusion morphism
if gv(v) = v and gg(e) = e for all v € Vi and all e € Eg.

Graph conditions are nested constructs, which can be represented as trees of
morphisms equipped with quantifiers and Boolean connectives. Graph conditions
and first-order graph formulas are expressively equivalent [HP09].

Definition 2 (graph conditions). A (graph) condition over a graph A is of the
form (a) true or (b) 3(a,c) where a: A — C' is a proper inclusion morphism®
and c¢ is a condition over C. For conditions ¢, ¢; (i € I for some finite index set I)
over A, —c and A;¢rc; are conditions over A. Conditions over the empty graph ()
are called constraints. In the context of rules, conditions are called application
conditions.

Graph conditions may be written in a more compact form: Ja := 3 (a, true),
false := —true and ¥(a,c) := # (a, ~¢). The expressions V;cre; and ¢ = ¢’ are
defined as usual. For an inclusion morphism a: A< C' in a condition, we just
depict the codomain C| if the domain A can be unambiguously inferred.

Definition 3 (semantics). Any injective morphism p: A — G satisfies true.
An injective morphism p satisfies 3 (a,c) with 3( At 0 =ac )
a: A — C if there exists an injective morphism \ = / &

q: C < G such that goa = p and ¢ satisfies c. p G q

An injective morphism p satisfies —c if p does not satisfy ¢, and p satisfies Njerc;
if p satisfies each ¢; (i € T). We write p = c if p satisfies the condition ¢ (over A).
A graph G satisfies a constraint ¢, G |= ¢, if the morphism p: ) <— G satisfies c.
[c] denotes the class of all graphs satisfying c¢. A constraint ¢ is satisfiable if
there is a graph G that satisfies c. Two conditions ¢ and ¢’ over A are equivalent,
denoted by ¢ = ¢, if for all graphs G and all injective morphisms p: A — G,
pEciff p = . A condition ¢ #mplies a condition ¢, denoted by ¢ = ¢, if for
all graphs and all injective morphisms p: A — G, p |= ¢ implies p | ¢.

Definition 4 (conditions with alternating quantifiers). Conditions of the

form Q(ayi, Q(az, Q(as,...))) with Q € {¥,3}, V = 3, 3 = V ending with a
condition of the form 3b or 3 b are conditions with alternating quantifiers.

Fact 1 (alternating quantifiers [HS18]). For every condition, an equivalent
condition with alternating quantifiers can be constructed.

! Without loss of generality, we may assume that for all inclusion morphisms a: A < C
in the condition, A is a proper subgraph of C.
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Definition 5 (proper conditions). A condition with alternating quantifiers
is proper if it ends with an existential condition 3b, or it is a condition of the

form 3 (a,V(b, false)) = 3 (a, Bb).
Fact 2 ([HS18]). Proper conditions are satisfiable.

Plain rules are specified by a pair of injective graph morphisms. For restricting
the applicability of rules, the rules are equipped with a left application condition.
Moreover, they may be equipped with a left- and a right interface. By the inter-
faces, it becomes possible to hand over information between the transformation
steps.

Definition 6 (rules with context & interface).

1. A plain rule p = (L <= K — R) consists of two inclusion morphisms K — L
and K — R.

2. The rule p equipped with context k': K — K’ is p[k'] = (L' + K' — R')
where L' and R’ are constructed as pushouts of L +» K < K’ and R <«
K — K’, respectively.

3. A rule p = (z,p,ac,y) (with interfaces X and Y) consists of a plain rule
p = (L + K — R) with left application condition ac and two injective
morphisms z: X — L, y: Y — R, called the left and right interface.

ac __’L__
LK< R RN
r ) r XS [+ K—3R+—Y
! (l)kj 2 -, -
v Y o[ @ [»
L'<-"K' <->R g /h

Ge—D——H

An interface is empty if the domain of the interface morphism is empty.

A triple (g, h, ) with partial morphism i = y~lorol~loz is in the semantics of o,

denoted by [o], if there is an injective morphism ¢’: L < G such that g = ¢’ ox
and ¢’ = ac, G =, ¢ H, and h = h’ oy. This is denoted by G =, 4pn,: H
or short G =, H, and called direct transformation. Given graphs G, H and a
finite set R of rules, G derives H by R if G = H or there is a sequence of direct
transformations G = Go =, ... =,, Gn = H with g1,..., 0, € R. In this case,
we write G =% H or just G =" H.

The application of such a rule to a graph amounts to the following steps: Let
g: X — G be given.

(1) Select a match g': L < G such that g = ¢’ oz and ¢’ | ac.

(2) Apply the plain rule p at ¢’ (possibly yielding a comatch h’': R < H).
(3) Unselect h: Y < H, i.e., define h =h'oy.
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The application of a plain rule is as in the double-pushout approach [EEPT06].

Notation. Empty interfaces and true application conditions are not written. If
both interfaces of ¢ = (x, p, ac,y) are empty, we write o = (p, ac). If additionally
ac = true, we write ¢ = (p) or short p and speak of the underlying plain rule.
A plain rule p = (L +» K — R) sometimes is denoted by L = R where indexes
in L and R refer to the corresponding nodes. The rules o = (z,ac) and (y) are
denoted by Sel(z,ac) (selection of additional elements) and Uns(y) (unselection
of selected elements). Additionally, Sel(x) abbreviates Sel(z, true).

With every transformation t: G =* H a partial track morphism can be associ-
ated that “follows” the items of G through the transformation: this morphism
is undefined for all items in G that are removed by ¢, and maps all other items
to the corresponding items in H.

Definition 7 (track morphism). The track morphism trg—pg from G to H
is the partial morphism? defined by trg— g (z) = incy(inc;'(x)) if 2 € D and
undefined otherwise, where incg = inc o inces and incg : incg(D) — D is
the inverse of incg. Given a transformation G =* H, trg—-pg is defined by
induction on the length of the transformation: trg—+ g = iso for an isomorphism
iso: G5 H, and tram«pr = trerep 0 trgm- for G =* H =G =* G' = H.

Conditions can be “shifted” over morphisms and rules.

Lemma 1 (Shift, Left [HP09]). There are constructions Shift and Left, such
that the following holds. For each condition d over A and injective morphisms
b: A=~ Rn: R— H,noblEd < n [ Shift(b, d).

For each rule p = (L <= K — R) and each condition ac over R, for each
G =pqn H, g = Left(p,ac) <= h = ac.

Construction 1. The construction is as follows.
b
4 }E Shift(b, true) := true.
a[ (0) ia' Shift(b, 3 (a,d)) := V(4 y)er 3 (', Shift(V', d)) where
Ce-~»pRr F={@V)[boa=aob da,V inj, (a',b) jointly surjective®}
b Shift(b, —d) := =Shift(b, d), Shift(b, Ajerd;) := N;jerShift(b, d;).
A A
d

Left(p, true) := true.
fe— =1L Leftgp7 3(a, E)iC)) := 3 (d/, Left(p/,ac)) if p~1 4 is applicable
al (1) l (2) la’ w.r.t. the morphism a, p’ := (L' <> K’ — R') is the derived
R +— K’ ' rule, and false, otherwise.
a% A Left(p,—ac) :=  -Left(p,ac), Left(p, Aicrac;) :=
NierLeft(p, ac;).

2 A partial graph morphism G — H is an injective morphism S < H such that S C G.

3 A pair (a',b) is jointly surjective if for each = € R’ there is a preimage y € R with
a'(y) ==z or z € C with b'(z) = z.
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Graph programs [HP01] are made of sets of rules with application conditions,
sequential composition, and as-long-as possible iteration. More specifically, we
consider graph programs with interface [Pen09] that are capable of handling over
a selection of elements between computation steps.

Definition 8 (graph programs with interface). The set of (graph) programs
with interface X, Prog(X), is defined inductively:

(1) Every rule with interface X is in Prog(X).
(2) If P € Prog(X) and @ € Prog®, then (P; Q) € Prog(X).
(3) If P,Q € Prog(X), then {P,Q}, P |, and try P are in Prog(X).

Definition 9 (semantic of programs with interface). The semantics of a
program P with interface X, denoted by [P], is a set of triples such that - for
all (g, h,i) € [P], X = dom(g) = dom(i)® and dom(h) = ran(i) - and is defined
as follows:

[(P; Q)] = {(91, ha,i20i1) | (g1, h1,i1)E[P], (g2, ha,i2)€[Q] and hy = g2}
[{P,Q} =[PlUQ]
[P ] = {(g, h,id) € P* | ﬂh'.(h,h',id) € [Fix(P)]}

where PO = Skip, P/ = (Fix(P); P/~") with j > 0, [P*] = U;Z,[P’], and
[Fix(P)] = {{g,h o 4,id) | (g, h,i) € [P]}. If (g, h,i) € [P] with g: X — G,
h:Y < H, and partial morphism i: X — Y, we write G = p 4, H or short
G=pH.

Additionally, we introduce the try statement as in [PP13]. Intuitively, try
keeps the changes of the program, if the execution is successful, and discards
them, otherwise. The semantics of try is given in the style of structural opera-
tional semantics, and can be found in [PP13]. The statement Skip is the identity
element Sel(id, true) of sequential composition.

In the double-pushout approach, the dangling condition for a rule ¢ = (L = R)
and an injective morphism g: L — G requires: “No edge in G—g(L) is incident
to a node in g(L—K)”. For this condition, there is a program such that after
application the dangling condition is satisfied.

Fact 3 (program for deleting dangling edges [HS18]). For every node-
deleting” rule o with left-hand side L and every match g: L < G, there is
an edge-deleting program Pyg(0), such that VG =p, (,) H, with partial track
morphism tr: G < H, the rule g becomes applicable at tr o g.

*Forarule p= (L <+ K < R), p~' = (R +> K < L) denotes the inverse rule. For
L' =, R’ with intermediate graph K’, (L’ +> K’ < R') is the derived rule.

5 Programs with arbitrary interface are denoted by Prog.

5 For a morphism m, dom(m) denotes the domain, ran(m) denotes the codomain of m.

" A rule p = (L <> K < R) is node-preserving if |V| = |Vi/|. Tt is node-deleting if it
is not node-preserving, i.e. |Vi| > [Vk].
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Definition 10 (rule-based programs). Given a set of rules R, a program P
is R-based, if all rules in the program are rules in R equipped with context,
application condition, and interface. Additionally, the empty program Skip is
R-based.

Example 2. The rule Build = { @ Q<+ O Q — ©O——90 ) equipped

with context &’ : © 0, Jumim , and application condition ac = 39/\
o vy R . — ;

Hoﬁ‘@ yields to the R-based program P = try Build2, where

Build2 = (= . (=l [l g V=] 5 e

The program Delete | is not {Move}-based.

Remark. For every transformation G =p H by an R-based program P, there
is a transformation G =% H.

3 Rule-based graph repair

A repair program for a constraint is a graph program with the property that any
application to a graph yields a graph satisfying the constraint. More generally,
we consider repair programs for conditions.

Definition 11 (repair programs). Given a constraint d, a program P with
empty interface is a repair program for d if, for all transformations G =p H,
H = d. Given a condition ac over A, a program P with interface A is a repair
program for ac if, for all transformations G =p 45 H, i preserves A, i.e. i(A) =
A, and hoi [ ac.

Remark. There is a close relationship to Hoare triples. A repair program for
constraints ¢ and d is a program such that, for all G = p H.G |= c implies H | d.
Then, P is a repair program for ¢,d if and only if {c}P{d}.

Definition 12 (ac-resulting transformations). Given a condition ac over A,
a transformation ¢: Go =% Hy with : A < Gy is ac-resulting if the transfor-
mation ¢ preserves A, i.e., tro(z(A)) = A, and trgox | ac®. It is minmal if there
is no ac-resulting transformation t': Gjy =% H{, with G|, C Gp.

Given a condition ac over A, and an ac-resulting transformation, we construct
a repair program inductively as follows: If the transformation step yields to the
satisfaction of ac, we equip the rule p with an application condition acg, such that
o becomes applicable provided there is a violation of ac, and the transformation
step is ac-guaranteeing. If the transformation step does not directly yield to the

8 trg: Go — Hop denotes the partial track morphism from Go to Hp.
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satisfaction of ac, we construct the —ac-preserving application condition. By the
left interface trg o x, the graph A is fixed for the next rule application. It says
that at this position (and no other) the rule shall be applied.

For rule sets containing node-deleting rules, it might be necessary, to remove
dangling edges. Unfortunately, in general, the edge-deleting program Pgg(p), is
not R-based.

Definition 13 (closure under edge-deletion). A rule set R is closed under
edge-deletions if, for each node-deleting rule, the rules for deleting dangling edges
belong to R.

Remark. For rule sets R closed under edge-deletions, the program Pgg(o) is
R-based. Node-preserving rule sets are closed under edge-deletion.

Lemma 2 (from minimal transformations to programs). For rule sets R
closed under edge-deletions, and a minimal ac-resulting transformation ¢ : Gy =%
Hy with #: A < G and condition ac = 3a (fa) over A, a repair program for
ac can be constructed.

Construction 2. Let ¢t : Gy =% Ho be an ac-resulting transformation with
match z: A < Gy and application condition ac = Ja (#a) with a: A — C.
Then, the repair program P(t) is constructed inductively as follows.

(1) For t: Gy :>é Hy, let
P(t) := (Sel(x,acy); Pag(0); 0; Uns(y)) with

aco := Shift(z, —ac) = Left(g, Shift(trg o x,ac), if trg o x | —ac, acy =
Shift(z, mac) A Left(g, Shift(trg o z,ac), if tro oz | ac, 0 = (Go = Hp),
y: A — Hy, Pag(0) as in [HS18], provided g is node-deleting.

[

1

(2) For t,11: Go :>;‘3+1 Gry1, with subtransformations t¢,: Go =% Gy, and
t: G =, Gn41, and track morphism try,: Go — Gy, a repair program is

P(tn+1) = P(t,); Uns(G,, < A);8el(A — Gpi1); P(1).

Example 3. Let NoTwo = # () — %) For the rule set Ry = {Delete}

there is a NoT'wo-resulting transformation é——3&

gram Delete2 : <6E32 = p—cﬂ,a%ﬂ,.

= g via the Ry-based pro-

Delete2
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For the rule set Ry = {Move,Delete}, and the constraint NoTwo, there is

a NoTwo-resulting transformation via the Ra-

[
based program Move2 : (=% . =, % o 3 =P )

Example 4 (no railroad repair). Consider the railroad system in Example 1
with the rules Move and Delete and the constraint Station = 3 (there
exists a train station). Whenever the start graph has no station, then no station
can be created by a {Move, Delete}-based program. The reason is that the labels
of the constraint do not occur in the right-hand sides of the rules.

Proof. Let t : Gy =% Hy be ac-resulting with match : A — G and condition
ac=Ja (fa) with a: A — C.

1. Since R is closed under edge deletion, Py, is R-based, and, by Construc-
tion, P(t) is an R-based program. P(t) is also a repair program for ac: Let
G =p(),g,n,i H be an arbitrary transformation. Since ¢ is minimal, there is no
transformation ¢’ : G, =% H|), thus, there exists a morphism ¢’: Gy — G. By the
definition of the application of a rule with interface (Definition 6), hoi = acg: By
Lemma 1, and the fact that trpoz = yoi, h = h'oy, ¢’ = Left(g, Shift(trgox, acg)
< B/ | Shift(trgoz, acy) < h'otrgox = ac < h'oyoi = ac < hoi = ac.

2. Let t,41: Go é’f{rl Gp+1 be an ac-resulting transformation with match
z: A — Gy with subtransformations t,: Go =% G, and t: G, =, Gp41 With
match x9: ran(trg o x) < G, . Then, there are two cases:

(A) ty is mac-resulting. Then t is ac-resulting and, by inductive hypothesis, there
are repair programs P(t,) with interface A for —ac and P(t) for ac.

(B) t, is ac-resulting. Then ¢ is ac-resulting and, by inductive hypothesis, there
are repair programs P(t,) and P(t) for ac.

Then P(tp41) := P(t,);Uns(G, < A);Sel(A — Gp41); P(t) is an R-based
repair program for ac. O

To get a repair program for proper conditions, we automatically break the con-
dition into conditions of the form 3 (A < C) and # (A < C).

(1) Try to find ac-resulting transformations via the rule set for the small condi-
tions if this is possible, i.e., the rule set is “compatible” with the condition.
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(2) Construct a R-based program P(a), according to Lemma 2.
(3) Combine the programs by the construction of interfaces to a program for the
condition d (see figure below).

d= 3(a: A= B, V(b: B— C, I(c: C — D)))
W] ]
A%B’\:Ela C%D’}:Elc
@) @)
P(a); P(e);
®) ®))
P;="try P(a);Sel(a) (Sel(b, —c); try P(c); Uns(b)) }; Uns(a)

Given a condition d, M3 (d) (M3 (d)) denotes the sets of injective morphisms
in d occurring behind the existential (negated existential) quantifier and M (d)
their union.

Definition 14 (compatibility). Given a set of rules R and a constraint d,
R is d-compatible if, for all morphisms a: A < C in M(d), there is a set of
ac-resulting transformations 7 (a) via rules of R. If R consists of a single rule
0, we say that p is d-compatible instead of R is d-compatible.

Theorem 1 (Repair). For proper conditions d and a rule set R compatible
with d, an R-based repair program for d can be constructed.

Construction 3. The program P, for d is constructed inductively as follows.

(1) For d = true, P; = Skip.

(2) For d =3a, Py = try P(a).

(3) For d = fia, Py = P(a)l.

(4) For d =3 (a,c), Py = (try P(a);Sel(a); P:;Uns(a)).
(5) For d =V(a,c), Py = (Sel(a,c); P.;Uns(a))l

where P(a) = P(t(a)) and P, denotes the R-based repair program for c.

Example 5. Consider the condition d = V(o}ﬁ*"%, 3 oéﬁ*‘!’l_;oﬁ meaning that
each train occupies a track, i.e. there are no derailed trains.

For the rule set R = {Build = ( P Q<+ P Q — P——Qq )}, and
the subcondition 3 (a: o@‘o — .. there is a Ja-resulting trans-

formation 0}@‘03:}101' The rule Build is equipped with the con-

text k': O 0y MeRm , and application condition acy = .. A

= LN yielding to the R-based repair program Ps, = try Build2 for Ja,

where Build2 = (MR o (Rm| ., (el o = p3 =)
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The R-based repair program for d is Py = (Sel(ai,Pa); P54;Uns(ar)) | with

ap =0 — fokim , which intuitively works as follows: select a train, for which

there is no track, then add a track, provided there does not exist one, and
unselect the train. This is done as long as possible.

Remark. The statement holds for proper conditions: V(9,3 (1)2(2) 3 ?28%0 )

is satisfiable. By Construction 3, we do no get a repair program for it. This may
be handled by the deletion of nodes.

Fact 4 (repair).

(1) If P53, is a repair program for 3 a, P. a repair program for ¢, then (P5,; (P.)a)
is a repair program for 3 (a,c).
(2) If P, is a repair program for ¢, then (P/),] is a repair program for V(a, c).

where (P.), = (Sel(a); P.;Uns(a)) and (P’), = (Sel(a, ¢); P.;Uns(a)) are pro-
grams with interface A.

Proof. Let d be a proper condition, R be a rule set compatible with d, and Py the
program as in Construction 3. By Construction 3, P; is R-based. By induction
on the structure of d, we show that P, is a repair program for d:

(1) Let d = true. By the semantics of Skip, for every transformation G = gxip
H = G |= true, i.e., Skip is a repair program for d.

(2) Let d = Ja and G =y p(q) H be an arbitrary transformation. By com-
patibility, there is a Ja-resulting transformation t. (a) If G = P a, then,
by Lemma 2 H = Ja. (b) If G |= Ja, then G =y poy H = G | Ja.
Consequently, Py is a repair program for Ja.

(3) Let d = fa and G = p(a), H be an arbitrary transformation. By compatibil-
ity, there is a f a-resulting transformation ¢. By the semantics of |, P(a) is
not applicable to H, and by Lemma 2, H = fa, i.e., P; is a repair program
for fa.

(4) Let d = 3 (a,c) and G =p, H be an arbitrary transformation. By step (2),
try P(a) is a repair program for 3a with interface A. If ¢ = $b, then, by
step (3), P. = P(b){ is a repair program for c. If ¢ # Ab, then c is proper
and, by induction hypothesis, P, is a repair program for c. In both cases, by
Fact 4, P, is a repair program for 3 (a, c).

(5) Let d =V(a,c) and G =p, H an arbitrary transformation. Since d is proper,
¢ is proper. By induction hypothesis, P. is a repair program for c. By Fact 4,
P, is a repair program for V(a, ¢). By the semantics of |, no rule is applicable
to H,i.e., H = #(a,~c) =V(a,c). O

It remains the question, whether compatibility is decidable.

Unfortunately, the compatibility problem is undecidable. This follows immedi-
ately from the undecidability of the coverability problem for non-deleting rule
sets [BDK*12].
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Lemma 3 (undecidability of compatibility). The compatibility problem is
undecidable for non-deleting rule sets and positive constraints®.

Proof. The statement follows immediately from the undecidability of the cover-
ability problem for non-deleting rule sets [BDK*12]. Assume the compatibility
problem for non-deleting rule sets R and positive constraints 3C' is decidable.
Then, the coverability problem for non-deleting rule sets R, the empty start
graph and final graph C' is decidable: By definition of compatibility and cover-
ing, R is 3 C-compatible <= there is a transformation §) =% C'.C'E3C —
there is a transformation § =% C’.C’ 3 C'0 i.e., there is a covering. O

Fortunately, the compatibility problem is semi-decidable for arbitrary rule sets
and arbitrary constraints.

Lemma 4 (semi-decidability of compatibility). For every rule set R and
every condition d, R-compatibity of d is semi-decidable.

9 A rule o = (p,ac) with plain rule p = (L <> K < R) is non-deleting if L = K.
A condition of the form 3 C is positive.
10 i 3 G if there is an injectve morphism from G to H. Obviously, H 3 G iff H = 3G.
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Construction 4.

Input: rule set R, proper condition d, maxRound € NU {oo}
Output: true, R is d-compatible throws UndecidedException;

T(a,0) <0, 4,5+ 1; // initialize
/* Construct Msz(d), M3z (d), M(d) */
for a € M5(d) do
repeat
/* Construct the set of transformations A = C’' of length i
*/

t(a,1) < constructTrafo(a, R,1);
T(a,i) < T(a,i—1)Ut(a,i);
14— 1+ 1;
if i > maxRound then
return throws UndecidedEzception;

/* If termination is requested, we cannot decide x*/

end
until C’ = Ja;
/* until a repairing transformation is found */
end
for a € M3 (d) do
repeat
/* */
until A’ = Aa;
end

return true;
/* for all a € M(d) a repairing transformation was found */

Proof. The algorithm either returns true, provided R is d-compatible, or ter-
minates with an exception, i.e. it is semi-decidable. O

4 Related concepts

In this section, we present some related concepts on rule-based graph repair.
For the related problem of model repair, there is a wide variety of differernt
approaches. We consider only selected model repair approaches. For a more
sophisticated survey on different model repair techniques, and a feature-based
classfication of these approaches, see [MTC17].

The notion rule-based repair is used in different meanings. In most cases [NKR17],
[HS18], a rule set is derived from (a set of) constraint(s) and a repair algo-
rithm/program is constructed from the rule set. In some cases (e.g., this paper),
a rule set and a constraint are given as input and a repair program is constructed
from the rule set.
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In [NKR17], a rule-based approach to support the modeler in automatically
trimming and completing EMF models is presented. For that, repair rules are
automatically generated from multiplicity constraints imposed by a given meta-
model. The rule schemes are carefully designed to consider the EMF model
constraints defined in [BET12].

In [HS18], given a graph constraint, we derive a rule set R(d) from the constraint
d and try to find a repair program using this rule set. The repair program is
constructed, to repair all graphs. In this paper, we use programs with interface
[Pen09] with selection and unselection of parts, instead of markings as in [HS18].
In this paper, given a rule set and graph constraint, we try to find a repair
program based on the rule set. The repair program in [HS18|, and an R(d)-
based repair program for d are equal.

In [SLO19], a logic-based incremental approach to graph repair is presented,
generating a sound and complete (upon termination) overview of least changing
repairs. The state-based graph repair algorithm takes a graph and a graph con-
straint as inputs and returns a set of graph repairs. In [SLO19], one has similar
repairs for similar graphs. But for each graph, one has to compute the repair.

In [TOLR17], a designer can specify a set of so-called change-preserving rules,
and a set of edit rules. Each edit rule, which yields to an inconsistency, is then
repaired by a set of repair rules. The construction of the repair rules is based on
the complement construction. It is shown, that a consistent graph is obtained by
the repair program, provided that each repair step is sequentielly independent
from each following edit step, and each edit step can be repaired. The repaired
models are not necessarily as close as possible to the original model.

In [CCYW18], a rule-based approach for graph repair is presented. Given a set
of rules, and a graph, they use this set of rules, to handle different kinds of
conditions, i.e., incompleteness, conflicts and redudancies. The rules are based
on seven different operations, and are not defined in the framework of the DPO-
approach. They look for the best repair, which is based on the “graph edit
distance”.

5 Conclusion

In [HS18], the repair programs are formed from rules derived from the given
condition. They were constructed to be maximally preserving, i.e. to preserve
nodes as much as possible. In this paper, we consider rule-based repair where
the repair programs are constructed from a given set of small rules and a given
condition. In general, we do not get maximally preserving repair programs, be-
cause the given rules may be not maximally preserving. The main problem is
to restrict rule application to a certain context. This is done by programs with
interface [Pen09).

It depends on the given set of rules whether we obtain a repair program.
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(1) Whenever the rule set is compatible with the proper condition, a rule-based
repair program can be constructed.

(2) The compatibility problem is undecidable for non-deleting rule sets and pos-
itive constraints and semi-decidable for arbitrary rule sets and arbitrary
constraints.

Further topics are

(1) Rule-based repair programs for all satisfiable conditions, i.e. conditions with
conjunctions and disjunctions.

(2) Characterization of rule-based repair programs. We will look for rule-based
repair programs (for classes of graphs) with some quality metrics for the
repair programs, e.g. minimal number of repair steps, maximal preservation
of nodes and edges, minimal number of deletions / changes, .... For this
purpose, we have to restrict the classes of graphs in consideration, e.g., to
graphs with bounded node degree.

(3) Rule-based repair programs for typed attributed graphs and EMF-models,
i.e., typed, attributed graphs satisfying some constraints [NKR17].

(4) An implementation of the rule-based graph repair approach.

Acknowledgements.We are grateful to Marius Hubatschek, Jens Kosiol, and
the anonymous reviewers for their helpful comments to this paper.
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Abstract. Sesqui-pushout (SqPO) rewriting is a variant of transforma-
tions of graph-like and other types of structures that fit into the frame-
work of adhesive categories where deletion in unknown context may be
implemented. We provide the first account of a concurrency theorem
for this important type of rewriting, and we demonstrate the additional
mathematical property of a form of associativity for these theories. As-
sociativity may then be exploited to construct so-called rule algebras (of
SqPO type), based upon which in particular a universal framework of
continuous-time Markov chains for stochastic SqPO rewriting systems
may be realized.

Keywords: Sesqui-Pushout rewriting - adhesive categories - rule alge-
bras - stochastic rewriting systems - continuous-time Markov chains.

1 DMotivation and relation to previous works

The framework of Sesqui-Pushout (SqPO) rewriting has been introduced rela-
tively recently in [16] as a novel alternative to the pre-existing algebraic graph
transformation frameworks known as Double-Pushout (DPO) [23,25,17,34] and
Single-Pushout (SPO) rewriting [32,35,38]. In the setting of the rewriting of
graph-like structures, the distinguishing feature of the aforementioned DPO-
type rewriting is that the deletion of vertices with incident edges is only possible
if the incident edges are explicitly deleted via the application of the rewriting
rule. In contrast, in both the SqPO and the SPO rewriting setups, “deletion in
unknown context” is implementable. Thus for practical applications of rewriting,
in particular in view of the modeling of stochastic rewriting systems, the S(q)PO
rewriting semantics provide an important additional option for the practition-
ers, and will thus in particular complement the existing DPO-type associative
rewriting and rule algebra framework as introduced in [3,7]. Referring the in-
terested readers to [36] for a recent review and further conceptual details of the
three approaches, suffice it here to quote that SqPO and SPO rewriting via linear

* This project has received funding from the European Union’s Horizon 2020 re-
search and innovation programme under the Marie Sklodowska-Curie grant agree-
ment No 753750.
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rules (to be defined in the following) and along monomorphic matches effectively
encode the same semantics of rewriting. We chose (by the preceding argument
without loss of expressivity) to develop the theory of associative rewriting within
the SqPO rather than the SPO setting, since the SqPO framework bears cer-
tain close technical similarities to the DPO rewriting framework, which proved
crucial in finding a strategy for the highly intricate proofs of the concurrency
and associativity theorems presented in this paper. While it is well-known (see
e.g. Section 5.1 of [16]) that DPO- and SqPO-type semantics coincide for certain
special classes of linear rules (essentially rules that do not delete vertices), and
while these cases might provide some valuable cross-checks of technical results
to the experts, SqPO-type semantics is in its full generality a considerably more
intricate variant of semantics due to its inherent “mixing” of pushouts with final
pullback complements. It should further be noted that we must impose a set of
additional assumptions on the underlying adhesive categories (see Assumption 1)
in order to ensure certain technical properties necessary for our concurrency and
associativity theorems to hold. To the best of our knowledge, apart from some
partial results in the direction of developing a concurrency theorem for SqPO-
type rewriting in [16,36,15], prior to this work neither of the aforementioned
theorems had been available in the SqPO framework.

Associativity of SqPO rewriting theories plays a pivotal role in our develop-
ment of a novel form of concurrent semantics for these theories, the so-called
SqPO-type rule algebras. Previous work on associative DPO-type rewriting the-
ories [3,5,7] (see also [8]) has led to a category-theoretical understanding of asso-
ciativity that may be suitably extended to the SqPO setting. In contrast to the
traditional and well-established formalisms of concurrency theory for rewriting
systems (see e.g. [42,26,24,15] for DPO-type semantics and [16,15] for a notion
of parallel independence and a Local Church-Rosser theorem for SqPO-rewriting
of graphs), wherein the focus of the analysis is mostly on derivation traces and
their sequential independence and parallelism properties, the focus of our rule-
algebraic approach differs significantly: we propose instead to put sequential
compositions of linear rules at the center of the analysis (rather than the deriva-
tion traces), and moreover to employ a vector-space based semantics in order to
encode the non-determinism of such rule compositions. It is for this reason that
the concurrency theorem plays a quintessential role in our rule algebra frame-
work, in that it encodes the relationship between sequential compositions of lin-
ear rules and derivation traces, which in turn gives rise to the so-called canonical
representations of the rule algebras (see Section 4). This approach in particular
permits to uncover certain combinatorial properties of rewriting systems that
would otherwise not be accessible. While undoubtedly not a standard technique
in the realm of theoretical computer science, certain special examples of rule
algebras are ubiquitous in many areas of applied mathematics and theoretical
physics. The most famous such example concerns the so-called Heisenberg- Weyl
algebra (see e.g. [9,10,11]), which is well-known to possess a representation in
terms of the formal multiplication operator & and the differentiation operator 0,
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on formal power series in the formal variable x, with & 2™ := 2"*! and 9, acting
as the derivative. Referring the interested readers to Example 2 (see also [7,4])
for the precise details, it transpires that the monomials ™ (for n a non-negative
integer) are found to be in one-to-one correspondence with graph states asso-
ciated to n-vertex discrete graphs, while & and 9, may be understood as the
canonical representations of the discrete graph rewriting rules of creation and
deletion of vertices. It will thus come as no surprise that considering more gen-
eral rewriting rules than those of discrete graphs will lead to a very substantial
generalization of these traditional results and techniques.

From the very beginning of the development of the rule algebra framework [3],
one of our main motivations has been the study of stochastic rewriting systems,
whence of continuous-time Markov chains (CTMCs) based upon DPO- or SqPO-
type rewriting rules. While previously in particular applications of stochastic
SqPO-type rewriting systems have played a role predominantly in highly spe-
cialized settings such as e.g. the formulation of the biochemical reaction system
framework known as KAPpPA [20,21,19,18], our novel approach of formulating
such systems in terms of associative unital rule algebras may very well open this
versatile modeling technique to many other areas of applied research. In conjunc-
tion with our previously developed DPO-type framework in [7], one could argue
that our stochastic mechanics frameworks are in a certain sense a universal con-
struction, in that once a semantics for associative unital rewriting is provided,
the steps necessary to obtain the associated CTMCs are clearly formalized. It is
interesting to compare the traditional approaches to stochastic rewriting systems
with CTMC semantics such as [31,30] in the DPO- and [29] in the SPO-settings
to our present reformulation in terms of rule algebras. The former approaches
yet again tend to focus on derivation traces of stochastic rewriting systems,
while our rule-algebraic approach aims to extract dynamical information from
stochastic rewriting systems via analysis of certain combinatorial relationships
(so-called nested commutators) of the infinitesimal generator of the CTMC with
the (pattern-counting) observables of the system. It is via these relations that
one may in certain cases obtain ezact closed-form solutions for such dynamical
data (see e.g. Section 6). It would nevertheless be an intriguing avenue for fu-
ture research to understand better the finer points of the “traditional” stochastic
rewriting frameworks (which also feature sophisticated developments in terms
of probabilistic model-checking and various types of stochastic logics), and fur-
thermore whether or not rule-algebraic techniques might be of interest also in
more general stochastic rewriting semantics such as probabilistic (timed) graph
transformations [33,40].

Structure of the paper: In Section 2, some category-theoretical background
material is provided. The key results of associativity and concurrency of SqPO
rewriting are presented in Section 3, followed by the construction of SqPO-type
rule algebras in Section 4. The second part of the paper contains the stochas-
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tic mechanics framework (Section 5) as well as a practical application example
(Section 6). Technical proofs are situated in the Appendix.

2 Background: adhesive categories and final pullback
complements

We recall some of the elementary definitions and properties related to the notions
of adhesive categories, upon which our framework will rely.

Definition 1 ([34]). A category C is said to be adhesive if

(i) C has pushouts along monomorphisms,
(i) C has pullbacks,
(i4i) pushouts along monomorphisms are van Kampen (VK) squares.

The last property entails that in a commutative cube as in (1) on the left where
the bottom square is a pushout, this square is a VK square if and only if whenever
the back and right vertical faces are pullbacks, then the top square is a pushout
if and only if the front and left vertical squares are pullbacks.

A

s At T

o B bZI (4) [”1 I Bt aAt
1£ c By ——~ D Cl ®) lb ! 1)
| N C‘iD, w*

D/ B XQJE ‘d\z—/Q

Definition 2 (Finitary categories [12]). A category C is said to be finitary if
every object X € obj(C) has only finitely many subobjects (i.e. if there only exist
finitely many monomorphismsY — X up to isomorphism for every X € obj(C)).
For every adhesive category C, the restriction to finite objects of C defines a full
subcategory C iy, called the finitary restriction of C.

Theorem 1 (Finitary restrictions; [12], Thm. 4.6). The finitary restriction
Cyin of any adhesive category C is o finitary adhesive category.

Adhesive categories have been introduced and advocated in [34] as a frame-
work for rewriting due to their numerous useful properties, some of which are
listed in Appendix A for the reader’s convenience. One of the central concepts
in the theory of SqPO rewriting is the following:

Definition 3 (Final Pullback Complement (FPC); [16,36]). Let C be a
category. Given a commutative diagram as in (1) on the right, a pair of mor-
phisms (d,b) is a final pullback complement (FPC) of a pair (c,a) if (i) (a,b) is
a pullback of (c,d) (i.e. if the square marked (B) is a pullback square), and (ii)
for each collection of morphisms (x,y, z,w) as in (1) on the right, where (z,y)
is pullback of (¢, z) and where aow = x, there exists a unique morphism w* with
dow* =z and w* oy =bow.
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For our associative rewriting framework, it will be crucial to work with a
category in which (i) FPCs are guaranteed to exist when constructing them for
composable pairs of monomorphisms, and (ii) monomorphisms are stable under
FPCs, i.e. FPCs of pairs of monomorphisms are given by pairs of monomor-
phisms (cf. Lemma 3 of Appendix A). To the best of our knowledge, the ques-
tion of which categories possess this property has not yet been investigated to
quite the level of generality as analogous classification problems in the case of
DPO rewriting, even though there does exist a large body of work on classes of
categories that admit SqPO constructions (some of which coincide with adhesive
categories) [16,39,36,14,37]. Within these classes, according to [13,14] guarantees
for the existence of FPCs may be provided for categories that possess a so-called
M-partial map classifier. However, it appears to be an open question of whether
the statement of Lemma 3 on stability of monomorphisms under FPCs may
be generalized to the setting of M-adhesive categories, where M is a class of
monomorphisms. Relaying such questions to future work, we refer to Lemma 4 of
Appendix A for a well-known instantiation of a suitable categorical setting from
the SqPO literature in the form of the category FinGraph of finite directed
multigraphs, which also serves to illustrate the FPC construction.

Assumption 1. C is an adhesive category in which all FPCs along monomor-
phisms exist, and in which monomorphisms are stable under FPCs.

3 Sesqui-Pushout rewriting

We will now develop a framework for Sesqui- Pushout (SqPO) rewriting in the set-
ting of a category C satisfying Assumption 1, in close analogy to the framework
of associative Double-Pushout (DPO) rewriting as introduced in [7,8]. Unlike in
the general setting of SqPO rewriting, we will thus be able to not only prove
a concurrency theorem (Section 3.1), but also an associativity property of the
SqPO-type rule composition (Section 3.2).

3.1 Concurrent composition and concurrency theorem

For reasons that will become more transparent when introducing the SqPO-type
rule algebra framework starting from Section 4, we opt for a non-standard con-
vention of reading spans of monomorphisms “from right to left” (rather than the
traditional “left to right”), which is why we will speak of “input” and “output”
of rules rather than “left-” and “right hand sides” to avoid confusion.

Definition 4 (SqPO-type rewriting; compare [16], Def. 4). Let C be an
adhesive category satisfying Assumption 1. Denote by Lin(C) the set of (isomor-
phism classes' of) so-called linear productions, defined as the set of spans of

! Two productions O <+~ K — I and O’ < K’ — I’ are defined to be isomorphic if
there exist isomorphisms I — I', K — K’ and O — O’ that make the obvious dia-
gram commute; we will not distinguish between isomorphic productions. As natural
in this category-theoretical setting, the constructions presented in the following are
understood as defined up to such isomorphisms.
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monomorphisms,
Lin(C) :={p= (0 < K 5 1) | 0,i € mono(C)}/=. (2)

Given an object X € obj(C) and a linear production p € Lin(C), we denote
the set of SqPO-admissible matches M?(X) as the set of monomorphisms m :
I — X. Then the diagram below is constructed by taking the final pullback
complement marked FPC followed by taking the pushout marked PO:

10} o K i

m*| PO k| FPC lm
Lo ®)
X e K X

We write p,(X) := X' for the object “produced” by the above diagram. The

process is called (SqPO-) derivation of X along production p and admissible

match m, and denoted p,,(X) 2480y
p,m

Next, a notion of sequential composition of productions is introduced:

Definition 5 (SqPO-type concurrent composition). Let p1,ps € Lin(C)
be two linear productions. Then an overlap of the output object Oy of p1 with
the input object Is of pa, encoded as a span m = (Ig(m—2 Moy ﬂ>01) with
my,ma € mono(C), is called an SqPO-admissible match of py into p1, denoted
m € M (py), if the square marked POC in (4) is constructible as a pushout
complement (with the cospan I 220 Nyp &5 04 obtained by taking the pushout
marked PO). In this case, the remaining parts of the diagram are formed by
taking the final pullback complement marked FPC and the pushouts marked PO:

LI (4)

v

02 i mo y miy o1 i1
02 K2 2 ]L121 Ol Kl Il
P P
/
01

I
”;l PO k?l FPC & (6] oC lkl PO l"f
O 2K,y & Noy K,

PB 01

021=05014 — i21=0] 01}

—— Ko —

Ifm € M3(py), we write pa B p1 € Lin(C) for the composite of pa with p1 along
the admissible match m, defined as

021 121 \

P2 2?15(021 — Koy — In1). (5)

Due to stability of monomorphisms under pushouts, pullbacks and FPCs in the
setting of a category satisfying Assumption 1, all morphisms in Definitions 4
and 5 are guaranteed to be monomorphisms, whence in particular the span

P2 I<II1 p1 is a span of monomorphisms and thus indeed an element of Lin(C).
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At first sight, it might appear irritating that in the definition of the SqPO-
type rule composition, the right hand part of (4) involves a pushout complement
(marked POC), while the left hand part of the diagram in (4) features a final
pullback complement (marked FPC). Intuitively, considering the case of graph
rewriting for concreteness, in a given sequential application of two productions,
while the application of the first production may lead to implicit edge deletions,
the second production is incapable of having any causal interaction with edges
deleted by the first production. In contrast, the second production may in a given
sequential application very well implicitly delete edges present in the output
object of the first production, which explains the presence of the FPC in the
defining equation (4). We refer the interested readers to [5] for further intuitions
attainable in terms of so-called rule diagrams for presenting rule compositions.
The justification for Definition 5 in the general case is provided via the following
concurrency theorem. Even though at least in certain specialized settings the
“synthesis” part of this theorem has been foreseen already in [36] (where it is
also commented that a full concurrency theorem for SqPO rewriting might be
attainable), the following result appears to be new.

Theorem 2 (SqPO-type Concurrency Theorem). Let C be an adhesive
category satisfying Assumption 1. Let p1,pa € Lin(C) be two linear rules and
Xo € 0b(C) an object.

— Synthesis: Given a two-step sequence of SqPO derivations

SqPO SqPO
X2 <q: Xl {q: XO N
Pp2,m2 p1,m1

with Xy = p1,,, (Xo0) and X5 := P2, (X1), there exists a SqPO-composite
rule ¢ = po q p1 for a unique n € M31(py1), and a unique SqPO-admissible
match n € M;4(X), such that

SqPO
Qn(X) % Xo and Qn(XO) =X,

— Analysis: Given an SqPO-admissible match n € My (p1) of p2 into p1 and

an SqPO-admissible match n € MZQ(X) of the SqPO-composite ¢ = po & p1
into X, there exists a unique pair of SqPO-admissible matches my € My! (Xo)
and my € MY1(X1) with Xy = Pl (Xo) such that

SqPO SqPO
Xy =X, &=X, and Xy=gq,(X).
Pp2,m2 p1,m1

Proof. See Appendiz B.1.

3.2 Composition and associativity

The following theorem establishes that in analogy to the DPO rewriting setting
of [7], also the sesqui-pushout variant of rule compositions possesses a form of
associativity property.
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Theorem 3 (SqPO-type associativity theorem). Let C be an adhesive cat-
egory satisfying Assumption 1. Then the SqPO-composition operation . < . on
linear productions of C is associative in the following sense: given linear pro-
ductions p1,p2, ps € Lin(C), there exists a bijective correspondence between pairs
of SqPO-admissible matches (ma1, Mga1y) and (M3, m(39)1) such that

ms(21) moq ~ mso m(32)1
p3 < (pz < pl) = (ps < Pz) < p1- (6)

Proof. Intuitively, the associativity property in the SqPO case manifests itself
in a form entirely analogous to the DPO case [7], whereby the data provided
along the path highlighted in orange below permits to uniquely compute the data
provided along the path highlighted in blue and vice versa (with both sets of over-
laps computing the same “triple composite” production that is encoded as the
composition of the three spans in the bottom front row):

O3 Ky
On K,

\ ]

May 0. K
Myiar) O —

7 \ /// \‘/r‘\; Ao

05— K Iy —

7\

K3 Nan) I

l

See Appendix B.2 for the precise technical details of the proof.

We invite the interested readers to compare the SqPO-type constructions
presented here against those contained in the extended journal version [8] of [7]
for the DPO framework, since this might lend some intuitions on the otherwise
very abstract nature of the proofs to the experts.

4 From associativity to SqQPO-type rule algebras

For the rule algebra constructions, we will require an additional structure:

Definition 6 (Initial objects). An object @ € obj(C) of some category C is
said to be a strict initial object if for every object X € obj(C), there exists a
unique morphism & — X, and if any morphism X — & must be an isomorphism.

For example, the category Graph possesses a strict initial object (the empty
graph). For the experts, it appears worthwhile noting the following result:

Lemma 1 (Extensive categories; [34], Lem. 4.1). An adhesive category C
is an extensive category? if and only if it possesses a strict initial object.

Assumption 2 (Prerequisites for SqPO-type rule algebras). We assume
that C is an adhesive category satisfying Assumption 1, and which is in addition
finitary and possesses a strict initial object & € obj(C).

2 For the purposes of this paper, it suffices to consider the “if” direction as a definition
of extensivity, since the relevant structure to our constructions is that of having a
strict initial object (see e.g. [34] for the precise definition of extensivity).
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Definition 7 (SqPO-type rule algebras). Let § : Lin(C) — Rc be defined
as an isomorphism from Lin(C) to the basis of a free R-vector space Rc =
(Rc, +,-), such that?

Rc = spanr({6(p) | p € Lin(C)}) . (®)

In order to clearly distinguish between elements of Lin(C) and basis vectors of
Rc, we introduce the notation

(oéf);:a(oéfci;z). (9)

Define the SqPO rule algebra product ®ro on a category C that satisfies As-
sumption 2 as the binary operation

ORc :RecXRec — Ro: (Rl,Rg) — R ORc Ry, (10)
where for two basis vectors R; = 0(p;) encoding the linear rules p; € Lin(C)
(Z =1, 2);

R2 @'RC R1 = Z 1) (pg I<1[]pl) . (11)
meMy (p1)

The definition is extended to arbitrary (finite) linear combinations of basis vec-
tors by bilinearity, whence for p;, p; € Lin(C) and o, B; € R,

(Z ;- 5(]%')) ORe Zﬂj 28(py) | =D (@i B;)- (6(p) Ore 8(py)) - (12)

,J
We call RE = (Rc,Org) the SqQPO-type rule algebra over the finitary

adhesive and extensive category C.

Ezample 1. Let C = FinGraph be the category of finite directed multigraphs,
with @ the empty graph. Then with ® = ©r, we find for example

(@ T —>e)Oi(e o T — )

_ 3 5((@9@%.)3{(.“—)@%@)

me{(ec— e o), (ei—0—0 @),
(o—0—e0 o)}

=f(0 o> T e)+25(0+> T — ).

(13)

The result of the composition thus captures the combinatorial insight that there
are two contributions that evaluate to an isomorphic rule algebra element. More

3 Recall that for a set A, the notation spanr({e(a) | a € A}) entails to “take the R-
span over basis vectors e(a) indexed by elements of A”, i.e. elements of the resulting
R-vector space are (finite) linear combinations of the basis vectors e(a) with real
coefficients .
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generally, one finds the following structure of compositions of rule algebra ele-
ments based upon “discrete” graph rewriting rules: letting ¢¥™ denote the n-
vertex graph without edges (for n > 0), one finds (for p,q,r,s > 0)

5(09P > g — Y1) O (0¥ = T — 0¥%)

min(g,r)

= Y (Z) <2> §(o PHTR) (s gy @ (at—h))

k=0

(14)

This result is further interpreted in Example 2.

Theorem 4 (Properties of R). For every category C satisfying Assump-
tion 2, the associated SqPO-type rule algebra Ry = (Ro, Org) is an associative
unital algebra, with unit element Ry := (& < &). (Proof: Appendiz B.3)

For the unital and associative SqPO-type rule algebras, one may provide a
notion of representations in analogy to the DPO-type case (compare [3,7]):

Definition 8 (Canonical representation of R¢). Let C be a category sat-
isfying Assumption 2, with a strict initial object @ € ob(C), and let R be
its associated rule algebra of SqPO type. Denote by C the free R-vector space
spanned by basis vectors | X) indexzed by isomorphism classes of objects,

C = spang ({|X)| X € obj(C)=}) = (C, +,). (15)

Then the canonical representation pid : Re — Endr(C) of RY is defined as a
morphism from the SqPO-type rule algebra R to endomorphisms of C, with

D memz(x) [Pm (X)) if M3I(X) # 0

. (16)
0¢ otherwise,

P& (8(p)) |X) = {

and extended to arbitrary elements of RE and of C by linearity.

Ezxample 2. Extending Example 1, letting p = pquinGraph, note first that by
definition for all G € obj(FinGraph), |G) = p(§(G «+ @ — @)) |@). With

D:=p(8(0 T 9), X:=p(de &= @), |n):= ") (n>0), (17)
as a consequence of (14) of Example 1 one may verify that

D0) = Opsngrapn > DIn) =nln—1) (n>0), X|n) = |n+1) . (18)

In other words, the data of (17) and (18) furnishes a representation of the famous
Heisenberg- Weyl algebra that is of fundamental importance in combinatorics and
physics (see e.g. [9,10,11]). An alternative such representation is given by the
linear operators & (multiplication by ) and 9, (derivation by z) acting on the R-
vector space spanned by monomials ™, which reproduces equations isomorphic
to (17) and (18), with 9,2 = nz"~! and 2" = 2"*'. However, the action of D
and X is of course defined on all states |G) with G € obj(FinGraph), so that
we may e.g. compute the following “derivative of a graph”:

Dlorers) =2[ere) f o o) (19)
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The following theorem states that pg? as given in Definition 8 is indeed a
homomorphism (and thus qualifies as a representation of R¢).

Theorem 5 (SqPO-type canonical representation). For a category C sat-

isfying Assumption 2, pd : Ry — End(C) of Definition 8 is a homomorphism
of unital associative algebras. (Proof: Appendiz B.4)

5 Applications of SQPO-type rule algebras to stochastic
mechanics

In practical applications of stochastic rewriting systems, the type of rewriting
semantics presents one of the key design choices. For example, if in a given
situation a stochastic graph rewriting system should be implemented, choosing
DPO- vs. SqPO-type rewriting entails two entirely different semantics in terms
of the behavior of vertex deletion rules: in the former case, vertices may only be
deleted if also all its incident edges are explicitly deleted as well, while in the
latter case no such restriction applies (i.e. an application of a vertex deletion
rule “automatically” leads to the deletion of all incident edges). Evidently, such
fundamentally different behavior at the level of rewriting rules will also have
strong influence on the dynamical behavior of the associated stochastic rewrit-
ing systems, whence it is of considerable practical interest to have a universal
implementation of such systems available in both formalisms. We begin by spe-
cializing the general definition of continuous-time Markov chains (see e.g. [41,1])
to the setting of SqPO-type rewriting systems in close analogy to [3,6,7].

Definition 9 (Continuous-time Markov Chains (CTMCs); compare [7],
Def. 7.1). Let C be a category satisfying Assumption 2, and which in addi-
tion possesses a countable set of isomorphism classes of objects obj(C)x. Let C
denote the free R-vector space introduced in Definition 8. We define the space
Prob(C) as the space of sub-probability distributions in the following sense:

Prob(C) :=  [#) = Yt 0)| Yo € 0bj(C) 1 1ho ERzg A D 1o <1p (20)
0€0bj(C) 0€0bj(C)

Let Stoch(C) := Endr(Prob(C)) be the space of endomorphisms of Prob(C),
with elements referred to as sub-stochastic operators. Then a continuous-time
Markov chain (CTMC) is specified in terms of a tuple of data (|¥(0)),H),
where ¥ (0)) € Prob(C) is the initial state, and where H € Endr(Sc) is the
infinitesimal generator or Hamiltonian of the CTMC (with Sc the space of real-
valued sequences indexed by elements of obj(C)~ and with finite coefficients). H
is required to be an infinitesimal (sub-)stochastic operator, which entails that for
H = (ho,o')o,0cobj(C)a and for all 0,0" € obj(C)x,

() hoo <0, (ii)V0 # 0 : hoo >0, (iii) > hoe =0. (21)

[
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Then this data encodes the evolution semi-group £ : R>o — Stoch(C) as the
(point-wise minimal non-negative) solution of the Kolmogorov backwards or
master equation:

Le(t) = HE(t), £(0) = Lstoen(c) = VT €ERso: EMEW) =EX+1) (22)
Consequently, the time-dependent state |¥(t)) of the system is given by
VteRso: W) =E®)[¥(0)) . (23)

An important technical aspect of the above definition of CTMCs is the definition
of the relevant space of (sub-)probability distributions in interaction with the
definition of the infinitesimal generator H and of the space Sc. Some remarks on
this interaction and a short explanation of the relevant mathematical concepts
are provided in Appendix B.5.

Our main approach in studying CTMCs based on rewriting systems will
consist in analyzing the dynamical statistical behavior of so-called observables:

Definition 10 (Observables; [7], Def. 7.1). Let Oc C Endr(Sc) denote the
space of observables, defined as the space of diagonal operators?,

Oc :={0 € Endr(Sc) | VX € obj(C)~ : O|X) =wo(X)|X) , wo(X) €R}.

(24)
We furthermore define the so-called projection operation (| : Sc¢ — R wia ex-
tending by linearity the definition of (| acting on basis vectors of C,

VX € obj(C)a: (| X) :=1r. (25)

These definitions induce a notion of correlators of observables (also referred to
as (mized) moments), defined for Oy,...,0, € Oc and |¥) € Prob(C) as

(O1,...,0n) gy = (| O1,...,0n W) = > ¥x - wo,(X) - wo,(X). (26)
X €0bj(C)

The precise relationship between the notions of CTMCs and SqPO-type
rewriting rules as encoded in the corresponding SqPO-type rule algebra for-
malism is established in the form of the following theorem, where in particular
the notion of observables is quite different in nature to the DPO-type analogon
(compare Thm. 7.12 of [7]). This result is the first-of-its-kind universal definition
of SqPO-type stochastic rewriting systems with “mass-action semantics” (where
activities of productions are proportional to their number of admissible matches
in a given system state).

Theorem 6 (SqPO-type stochastic mechanics framework). Let C be a
category satisfying Assumption 2. Let {(O; “ I;) e R3}jeq be a (finite) set of

4 Depending on the concrete case, the eigenvalue wo(X) in O |X) = wo(X) |X) may
e.g. coincide with the number of occurrences of a pattern in the object X (see also
Appendix B.5).
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rule algebra elements, and {k; € R>o}jes a collection of non-zero parameters
(called base rates). Then one may construct the Hamiltonian H of the associated
CTMC from this data according to

H:=H+H, ﬁ::Zf@jwpéq(OjgéIj), ﬁ::—Zfij-OZJ. (27)
JjET €T

Here, the notation O3} for arbitrary objects M € obj(C) denotes the observables
(sometimes referred to as motif counting observables) for the resulting CTMC
of SqPO-type, with

O3 1= o (& (M <2 M 225 ar) ) (28)

We furthermore have the SqPO-type jump-closure property, whereby for all
O&EDNerRY
(|[pd(0 & 1) = (07" (29)

Proof. See Appendix B.5.

6 Application example: a dynamical random graph model

In order to illustrate our novel SqPO-type stochastic mechanics framework, let us
consider a dynamical system evolving on the space of finite directed multigraphs.

Ezample 3. Let FinGraph be the finitary restriction of the category Graph
(see also Lemma 4), and denote by @ € FinGraph the strict initial object (the
empty graph). We define a stochastic SqPO rewriting system based upon rules
encoding vertex creation/deletion (v+) and edge creation/deletion (e):

vy = (0 O — ) v = (T T —e)
er:=(oros9o o0 o e_i=(o et oo (30)

Together with a choice of base rates vi,ex € R>¢ and an initial state [#(0)) €
Prob(FinGraAph),_this data defines a stochastic rewriting system with Hamil-
tonian H := H + H,

H = I/+V+ + v_V_ + €+E+ + e_E_ (31)
H=-1v,05—1_0¢—5,0¢¢ —c_Ograe,

where Vi = p;‘qinGraph(é(’Ui)) and Ej: = p;‘qinGraph((S(ei))'

Despite the apparent simplicity of this model (which might be seen as a
paradigmatic example of a random graph model), the explicit analysis via the
stochastic mechanics framework will uncover a highly non-trivial interaction of
the dynamics of the vertex- and of the edge-counting observables. Intuitively,
since in SqPO-rewriting no conditions are posed upon vertices that are to be
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deleted, the model is expected to possess a vertex dynamics that is the one
of a so-called birth-death process. If it were not for the vertex deletions, one
would find a similar dynamics for the edge-counting observables (compare e.g.
the DPO-type rewriting model considered in [7]). However, since deletion of ver-
tices deletes all incident edges, the dynamics of the edge-counting observable is
rendered considerably more complicated, and in particular much less evident to
foresee by heuristic arguments.

In order to compute the dynamics of the vertex counting observable Oy :=
O,, we follow the approach of exponential moment-generating functions put for-
ward in [3,6,4] and define

My (t;A) = (| XV [T (1)) (32)

with A a formal variable. My (¢; A) encodes the moments of the observable Oy,
in that taking the n-th derivative of My (¢; A) w.r.t. A followed by setting A — 0
yields the n-th moment of Oy . Note that we must assume the finiteness of all
statistical moments as standard in the probability theory literature in order for
My (t; \) to be well-posed, a property that we will in the case at hand indeed de-
rive explicitly. Referring the interested readers to [8] for further details, suffice it
here to recall the following variant of the BCH formula (see e.g. [28], Prop. 3.35),
for A a formal variable and A, B two composable linear operators,

MBe M =B =) %adi\"(B) , ada(B):= AB—BA=[A,B], (33)

n>0

with the convention that ad’(B) := B. The operation [.,.] is typically referred
to as the commutator. We may then derive the formal evolution equation for
My (t; A):

G My () =
=
Since by definition (| H = 0, it remains to compute the adjoint action ado,, (H)
of Oy on H:

ado, (H) = v4[Ov, Vi +v_[Ov,V_] + 4|0y, EL] +e_[Ov, E_]
= V4 V+ —v_V_

YOVH (1)) = (| (X7 He™ V) XV [ (1))

(e*hov H) X0V [w(1)) . 34

(35)

Here, the result that [Oy, E+] = 0 has a very simple intuitive meaning: in appli-
cations of the linear rules ey, the number of vertices remains unchanged, whence
the vanishing of the commutator. Combining these results with the SqPO-type
Jjump-closure property (cf. Theorem 6), we finally arrive at the following formal
evolution equation for My (t; A):

LMy (t;N) =vy (X —1)( VeerOv [0 () +vo (e — 1) (| Vot (1))
B (= 1) (|20 W) + v (e — 1) (| Ove OV |B(1)
A

=(vy(e*=1)+v- (ef/\ —-1) 8—6)\) My (t; N).
(36)
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Supposing for simplicity an initial state [#(0)) = |Go) (for G € obj(Graphy;,,)
some graph with Ny vertices and N edges), we find that My (0; A) = exp(ANy).
The resulting initial value problem may be solved in closed-form via semi-linear
normal-ordering techniques known from the combinatorics literature [22,9,11,6]
(see also [8,4]), and we obtain (for ¢ > 0)

My (t;\) = exp <Z+(eA —1)(1 - e_”t)) (14 (e* = 1)6—”)“ .31

In the limit £ — oo, the moment-generating function becomes that of a Poisson-
distribution (of parameter v /v_), thus confirming the aforementioned intuition
that the vertex-counting observable has the dynamical behavior of a so-called
birth-death process (see e.g. [6]).

Let us consider next the dynamics of the edge-counting observable Op =
Oe——s, Where for brevity we will only consider the evolution of the mean edge
count. The calculation of the evolution equation for the expectation value of Og
simplifies to the analogue of the so-called Ehrenfest equation,

5 (|0p|¥(t)) = (|Op H (1)) = (| (H Op + [Op, H]) [¥(1)) . (38)
Recalling that (| H = 0, it remains to compute the commutator [Og, H]:

[OE7H] = V+[OE7 V+} + V*[OEa V,] + €+[0E7E+} + E*[OEa V,]
v 0—v (B +EY) 4 e,E, —c_E_

0,1

E— = pquinGraph (5 (l. — : - o b))
1,0 s o—r-—o

E*’ :quinGraph (5(: <~ : — M h)) .

This calculation is a representative example of various effects that may occur in
rule-algebraic commutation relations: we find a zero commutator [Og, V4], indi-
cating the fact that application of the vertex creation rule V. does not influence
the edge count. The commutators [Og, E1] = £F4 encode that application of
the edge creation/deletion rules leads to positive/negative contributions to the
edge count. Finally, the contribution of the commutator [Og, V_] = R R S
is given by the representations of two rule algebra elements not originally present
in the Hamiltonian H, with the structure of the underlying linear rules indicated
by the labels a and b on the vertices (as customary in the rewriting literature).
It then remains to apply the jump-closure property (Theorem 6) together with
the identity Ose = Oy (Oy — 1) in order to obtain the evolution equation

(39)

5 (0p (1) = et (10v(Ov = 1) |#(1)) = (e +2v-) (| O [¥()) . (40)

Together with an initial condition such as e.g. |¥(0)) = |Gp) for some (finite)
directed graph Gy with Ny vertices and Ng edges, and computing the closed-
form expression for the first contribution in (40) from our previous solution (37)
(as Ox(Ox — 1) My (¢; \) followed by setting A — 0), the initial value problem for
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the mean edge count evolution may be easily solved in closed form via the use
of a computer algebra software such as MAPLE, MATHEMATICA or SAGE. It is
also straightforward to verify that for an arbitrary initial state |¥(0)) = |Go),
the limit value of the mean edge count for t — oo reads
. uis+

Jm ([Op [¥(t) = Fra—ey - (41)
Since the rates v and ¢4 are free parameters, the above result entails that in
this model one may freely adjust the limit value of the average vertex count as
encoded in (36) (whence vy /v_) as well as the limit value of the average edge
count via suitable choices of the parameters €. For illustration, we present some
plots of the mean edge count evolution for the case |¥(0)) = |@) and various
choices of parameters in Figure 1.

(1019 (1))

v =120, v_-=3,e,=1,e_=1
200 -
vy =120, v.=3,e,=1,¢e_=3

wor S v =060, v.=2 e, =1,¢e_.=1

—————e =60, v =2,e,=1,e.=3
100l vy =60, v. +

vp=20,v-=1,e,=1,e_=1

sor ——— =20, v =1, e, =1,6.=3

Fig. 1. Time-evolution of (| Og |¥(t)) for [¥(0)) = |@).

7 Conclusion and Outlook

Extending our previous work on Double-Pushout (DPO) rewriting theories as
presented in [3,7,4] to the important alternative setting of Sesqui-Pushout (SqPO)
rewriting, we provide a number of original results in the form of concurrency
and associativity theorems for SqPO rewriting theories on adhesive categories.
These fundamental results in turn permit us to formulate so-called SqPO-type
rule algebras, which play a central role in our novel universal stochastic mechan-
ics framework. We strongly believe that these contributions will provide fruitful
grounds for further developments both in theory and practice of rewriting beyond
the specialists’ communities, especially in view of static analysis techniques [2].
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A A collection of useful technical results on adhesive
categories and final pullback complements

Notational convention: Here and as throughout this paper, while evidently
category-theoretical constructions such as pushouts are only unique up to iso-
morphisms, we will typically nevertheless pick convenient representatives of the
respective isomorphism classes to simplify our notations. As standard practice in
the literature, we will thus e.g. fix the convention as in (42) to choose represen-
tatives appropriately to label the pushout along an isomorphism with “equality
arrows” (rather than keeping object labels generic and decorating the relevant
arrow with a “=” symbol).

Lemma 2. Let C be a category.

(i) “Single-square” lemmata (see e.g. [8], Lem. 1.7): In any category, given com-
mutative diagrams of the form

A-1.p A=—— A At . B
@] Joll ol (42)
AT»B AT»B ch

(a) (A) is a pushout for arbitrary morphisms f,

(b) (B) is a pullback if and only if the morphism g is a monomorphism, and

(c) (C) is a pullback for arbitrary morphisms f if g is a monomorphism.
(i1) special adhesivity corollaries (cf. e.g. [24], Lemma 2.6): in any adhesive

category,

(a) pushouts along monomorphisms are also pullbacks, and

(b) (uniqueness of pushout complements) given a monomorphism A — C

and a generic morphism C — D, the respective pushout complement

b
A — B — D (if it exists) is unique up to isomorphism, and with b €
mono(C) (due to stability of monomorphisms under pushouts).
(i4i) “Double-square lemmata’ : given commutative diagrams of the shapes

Zi 7
Al _Bece ¢ o @) |w
“l 1) é (2) l Y «y— Y (43)
A e B e oo e

X X

then in any category C (cf. e.g. [34]):

(a) Pullback-pullback (de-)composition: If (1) is a pullback, then (1) + (2)
is a pullback if and only if (2) is a pullback.

(b) Pushout-pushout (de-)composition: If (2) is a pushout, then (1) + (2) is
a pushout if and only if (1) is a pushout.

If the category is adhesive:
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(¢) pushout-pullback decomposition ([24], Lemma 2.6): If (1) + (2) is a
pushout, (1) is a pullback, and if d € mono(C) and (¢ € mono(C)
or e € mono(C)), then (1) and (2) are both pushouts (and thus also
pullbacks).

(d) pullback-pushout decomposition (/27], Lem. B.2): if (1) + (2) is a pull-
back, (2) a pushout, (1) commutes and a € mono(C), then (1) is a pull-
back.

(e) Horizontal FPC (de-)composition (cf. [16], Lem. 2 and Lem. 8, com-
pare [36], Prop. 36)® If (1) is an FPC (i.e. if (d',b) is FPC of (a,d)),
then (1) 4+ (2) is an FPC if and only if (2) is an FPC.

(f) Vertical FPC (de-)composition (ibid): if (3) is an FPC (i.e. if (v.w') is
FPC of (w,z)), then

i. if (4) is an FPC (i.e. if (z,v") is FPC of (v,y)), then (3)+ (4) is an
FPC (i.e. (x,v' ow') is FPC of (vow,z));

ii. if (3)+ (4) is an FPC (i.e. if (x,v' ow') is FPC of (vow,z)), and if
(4) is a pullback, then (4) is an FPC (i.e. (z,v") is FPC of (v,y)).

(g) Vertical FPC-pullback decomposition (compare [36], Lem. 38): If v €
mono(C), if (4) is a pullback and if (3)+(4) is an FPC (i.e. if (x,v" ow")
is FPC of (vow,z)), then (3) and (4) are FPCs.

(h) Vertical FPC-pushout decomposition®: If all morphisms of the squares
(3) and (4) except v are in mono(C), if vow € mono(C), if (3) is a
pushout and if (3)+(4) is an FPC (i.e. if (x,v'ow’) is FPC of (vow, z)),
then (4) is an FPC and v € mono(C).

Proof. Referring to the references above for the proofs of the (well-known) state-
ments (where necessary by specializing the more general case of M-adhesive
categories to the case of adhesive categories via setting M to the class of all
monomorphisms), it remains to prove our novel vertical FPC-pushout decompo-
sition result. To this end, we first invoke pullback-pushout decomposition (Lemma
2(3d)) in order to demonstrate that since (3) + (4) is an FPC and thus also a
pullback, and since (3) is a pushout and since x € mono(C), (4) is a pullback.
By applying vertical FPC-pullback decomposition, we may conclude that (4) is
an FPC. In order to demonstrate that v € mono(C), construct the commutative

5 It is worthwhile emphasizing that in these FPC-related lemmata, the “orientation”
of the diagrams plays an important role. Moreover, the precise identity of the pair of
morphisms that plays the role of the final pullback complement in a given square may
be inferred from the “orientation” specified in the condition part of each statement.

5 We invite the interested readers to compare the precise formulation of the vertical
FPC-pushout decomposition result to its concrete applications in the setting of the
proof of the concurrency theorem, for which it has been specifically developed.

85



cube below left:

gt g

/

/ w Z i
Yy , w[ (3) Iwr
Y +«—Y vow
!
Yy (44)
; o1 /

v v

X+t
Since the bottom square is the FPC (and thus pullback) (3) + (4), and since the
right square is a pullback via Lemma 2(1c) (because v' € mono(C)), by pullback
composition the square O(Z', Z, X,Y") (the right plus the bottom square) is a
pullback. Thus assembling the commutative diagram as shown above right, since
by assumption (3) is a pushout and all arrows except v are monomorphisms,
invoking Theorem 7 permits to prove that also v € mono(C).

Next, let us highlight one of the quintessential properties of adhesive cate-
gories in view of associative rewriting theories:

Theorem 7 (Effective unions; [34], Thm. 5.1). In an adhesive category C,
given a commutative diagram such as in the middle of (1), if all morphisms ex-
cept the morphism x are monomorphisms, if the square marked (A) is a pushout
and if the exterior square is a pullback, then x is also a monomorphism.

The following result provides several important facts on FPCs.

Lemma 3 (cf. [36], Fact 2, and [16], Lemma 2 and Proposition 2). Let
C be adhesive. For an arbitrary morphism f : A — B, (idg, f) is an FPC
of (f,ida) and vice versa. Moreover, every pushout square along monomor-
phisms is also an FPC square. FPCs are unique up to isomorphism and preserve

monomorphisms. The latter property entails that if C & D& A s the FPC of
C < B <& A and if a € mono(C), then also d € mono(C) and vice versa (while
¢ € mono(C) entails that b € mono(C) by stability of monomorphisms under
pullbacks in an adhesive category C).

For concreteness, we quote the following explicit construction of FPCs in the
category Graph of directed multigraphs:

Lemma 4 (FPCs for graphs; [16], Sec. 4.1 and Construction 5). Let
Graph denote the adhesive category of directed multigraphs, with

— obj(Graph): (multi-)graphs, i.e. tuples G = (Vi, Eg,srcg : Eq — Ve, trgg -
E¢ — Vi), with Vi the set of vertices, Eq the set of edges (with Vo N Eg =
0), srce the source and trgy the target maps
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— mor(Graph): graph homomorphisms f : G — H, specified in terms of pairs
of morphisms (fv : Vo — Vu, fg : Eq — En) such that srcgo fg = fyosrca
and trgg o fgp = fv otrgs.

Let mono(Graph) denote the class of all injective graph morphisms. Then for

every composable pair of monomorphisms K S18 X, the FPC exists and
. . K — C C ) .
is constructed explicitly as” K <l> K < X, where = denotes an inclusion

morphism, and where the graph K reads

Vf = VX \ m[VI \ VK}

Ew ={e€ Ex \m[E[\ Exl|srcx(e) € Vi Atrgx(e) € V). (45)

B Proofs

B.1 Proof of the SqPO concurrency theorem

Proof. Throughout this proof, in each individual constructive step it may be ver-
ified that due to the stability of monomorphisms under pullbacks and pushouts,
due to the various decomposition lemmata provided in the form of Lemma 2,
and on occasion due to Theorem 7 on effective unions in adhesive categories, all
morphisms induced in the “Synthesis” and “Analysis” steps are in fact monomor-
phisms. For better readability, we will not explicitly mention the individual rea-
soning steps on this point except for a few intricate sub-steps, since they may
be recovered in a straightforward manner.

— Synthesis: Consider the setting presented in (46a). Here, we have ob-
tained the candidate match n = (I~ M3, —0O;) via pulling back the cospan
(I2—>X14-0q). Next, we construct No; via taking the pushout of n, which in-
duces a unique arrow N3 —X; that is according to Theorem 7 a monomor-
phism. The diagram in (46b) is obtained by taking the pullbacks of the spans
K; — X1+ Noj (obtaining the objects K/, for i = 1,2). By virtue of pushout-
pullback decomposition (Lemma 2(3c)), the squares (K], K1, X1, Noj) and
O(K1, K7, Na1,01) are pushouts. Invoking vertical FPC-pullback decomposi-
tion (Lemma 2(3g)), the squares O(K}%, Na1, X1, K2) and O(Ka, Iz, Nai, K}) are
FPCs. Next, letting Oy := PO(Oy «+ Ko — KJ) and I, := PO(O; + K; —
K1), we have via vertical FPC-pushout decomposition (Lemma 2(3h)) that the
resulting two squares on the very right (the ones involving /5,) are FPCs and
that the arrow /5, —Xg is a monomorphism, while pushout-pushout decompo-
sition (Lemma 2(3b)) entails that the two newly formed squares on the very left
(the ones involving O ) are pushouts.

The final step as depicted in (46c) consists in constructing <o, = PB(Kj5 —
Noy + K}) and K+, = PB(Ky — X; < K;), which by universality of pullbacks

" The quoted Construction 5 of [16] is slightly more general, in that the morphism m
may be permitted to not be a monomorphism; we will however have no application
for such a generalization in our framework.
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induces a unique arrow /{5, — K. By invoking pullback-pullback decomposi-
tion (Lemma 2(3a)), one may demonstrate that the squares O(/o, K01, K;, K)
(for i = 1,2) are pullbacks. Since the square (K}, K1, X1, No1) is a pushout,
via the van Kampen property (cf. Def. 1) the square (/\o1, Ao, Ko, Kb) is a
pushout. Since according to Lemma 3 pushouts are also FPCs, it follows via hori-
zontal composition of FPCs (Lemma 2(3e)) that the square (/< 51, /o1, X1, Nag)
is an FPC. Noting that the pushout square D(K{,Fl,Xl,Ngl) is an FPC
as well, it follows via horizontal decomposition of FPCs (Lemma 2(3e)) that
O(Ko1, o1, K1, K1) is an FPC. Thus the claim follows by invoking pushout
composition (Lemma 2(3b)) and horizontal FPC composition (Lemma 2(3e)) in
order to obtain the pushout square D(Kgl,Fgl,XQ, O91) and the FPC square
O(Ka1, Ko1, Xo, Io1).

— Analysis: Given the setting as depicted in (47a), where the top row
has the structure of an SqPO-composition (compare (4)), where the square
O(Ko1, K{, No1, KY) is a pullback, the left “curvy” bottom square a pushout
and the right “curvy” bottom square an FPC, we may obtain the configura-
tion of (47c) as follows: construct® K via taking the final pullback complement
of Ki — Iy — X, (which implies the existence of an arrow Ko — K via
the FPC property). Note in particular that according to Lemma 3, both arrows
constructed via forming the aforementioned FPC are monomorphisms, and thus
by stability of monomorphisms in an adhesive category (compare Definition 1
and Lemma 2(1c)), the arrow /i, — K; is a monomorphism as well. Next,
take the pushout X; = PO(K; < K| — Na1), followed by constructing Ko as
the final pullback complement of K} — N3 — X; (which implies due to the
FPC property of the resulting square [(K%, Ko, X1, Noj) the existence of an
arrow 15, — Ks). Invoking pullback-pullback decomposition (Lemma 2(3a))
twice, followed by the van Kampen property (Def. 1), we may conclude that the
square (Ko, K o1, Ko, Kb) is a pushout. Thus invoking pushout-pushout de-
composition (Lemma 2(3b)), we find that also O(K%, Ko, X2, 02;) is a pushout.
We finally arrive at the configuration in (47d) via composition of pushout and
FPC squares, respectively, thus concluding the proof.

B.2 Proof of the SqPO associativity theorem

Our proof strategy will be closely related to the one presented in [7] (with full
technical details provided in [8]) for the analogous associativity theorem in the
DPO-rewriting case. However, the SqPO-type case poses considerable additional
challenges, since this rewriting semantics yields diagrams of a rather heteroge-
neous nature (including pullbacks, pushouts, pushout complements and FPCs)
as compared to the DPO case, and in addition unlike DPO-type rule composi-
tions, SqPO-type compositions are not reversible in general, which necessitates
an independent proof of both directions of the bijective correspondence.

8 Note that it is precisely in this step and the following step that we require the
existence of FPCs for arbitrary pairs of monomorphisms as per Assumption 1.
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0, K I My, O, K I

Noy (46&)
X K X K, Xo
O K I Mo O K I
|
(% - K} s V) 2 K I (46b)
;\\\
X Al a
X5 K X K, Xo
o K I VA o) K I
|
O K - Iy
(46¢)
\ \ ¥
Xo K = Xo

Fig. 2. Synthesis part of the concurrency theorem.

Proof. We first prove the claim in the “=" direction, i.e. starting from the set
of data

mo; = (02(— M21 —)Il) S M;g(pl) (48)

moq

mg(21) = (O34 M3(21) —121) € Mp1(pa1), pa1 =p2 < p1,
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we have to demonstrate that one may uniquely (up to isomorphisms) construct
from this information a pair of admissible matches

m3y = (O34 M3z — 1) € Mp?(po)

m39); = (Oz2¢= M(32)1 —11) € M2 (p1), P =ps < P2,

and such that the property described in (6) holds. We begin by forming the
mg(21)

SqPO-composite rule p321) =p3 < pa1, which results in the diagram

[

Ky I My [ Ky L
Oy o—  Ky—— s [y Myoy ———~ Oy K} \ Noy J K| It
/ j I

S \

Osa1 b Ny oS Nigan

by virtue of invoking SqPO-composition twice. For the remainder of the proof,
it is very important to precisely determine the nature of each of the squares in
this diagram:

— To clarify the structure of the the rightmost four squares at the bottom,
consider the setting presented in (47a): since in the definition of the SqPO-
composition as presented in (5) the nature of the squares to the right is
that of pushout complement and pushout, respectively, it may be verified
that applying the analysis procedure to the diagram in (47a) with thus the
“curvy” front and right bottom faces both pushouts, one eventually arrives
(by virtue of pushout-pushout and pushout-pullback decomposition) at the
setting depicted in (47¢) with all squares in the bottom row being pushouts.
Thus the rightmost four squares at the bottom of (50) are all pushouts.

— By virtue of the definition of SqPO-composition, all vertical squares in the
back of (47c) are pushouts, except for the square (K3, K5, Na1, Iz), which
is an FPC. Analogously, the bottom leftmost three squares are (in order
from left to right) a pushout, an FPC and a pushout.

Constructing the pullback Mzy = PB(M3z(21) =021 <= O2) (which by uni-
versality of pullbacks also leads to an arrow Mse —1I3) and forming the three
additional vertical squares on the far left in the evident fashion in the diagram
below

0, K I Msz

(51)
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allows us to construct N3 = PO(I3¢— M3 —0O3), which in turn via universality
of pushouts uniquely induces an arrow N3z — N3(21):

//\/// S

K

P

Here, the rightmost three squares on the top are formed in the evident fashion
(and are pushouts by universal category theory), while the other arrows of the
above diagram are constructed as follows:

Ké = PB(Fg — N3(21) <— Ngg), 032 = PO(Ké <— Kg — 03)

_ 53

Ké/ = PB(N32 — Ng(gl) (—KQ), 132 = PO(Ké/ < K2 — IQ) ( )
Invoking pushout-pullback, pushout-pushout and vertical FPC-pullback decom-
positions, it may be verified that (describing positions of front and top square
pairs by the position of the respective front square, from left to right)

— the leftmost front and top squares are pushouts,

— the second from the left front and top squares are FPCs,

— the third from the left front and top squares are pushouts,

— in the next adjacent pair, the front square is an FPC and the top square a
pushout,

— the second from the right front and top squares are pushouts, and

— the rightmost front and top squares are pushouts.

Defining the pullback object M 32); = PB(I32— N3(21) <O1), thus inducing
an arrow My — M3z(ay),

(54)

it remains to verify that the square CJ(Msz(21), I32, N3(21), O1) is not only a pull-
back, but also a pushout square. This part of the proof requires a somewhat
intricate diagram chase; since the required arguments are identical® to the “="
part of proof of DPO-type associativity as presented in [8], we omit this part of

9 More precisely, the only difference in the structure of the relevant sub-diagram com-
pared to the DPO case resides in the two FPC squares in the front and back in
fourth position from the left (which happen to be pushout squares in the corre-
sponding DPO-type proof), but the structure of this part of the diagram is not
explicitly used in the proof in the DPO variant of the theorem, whence the claim
follows.
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the proof here in the interest of brevity.

It thus remains to prove the claim in the “«<” direction, i.e. starting from
the set of data

mso = (Og% Mgg %12) S M;z(pg)

m32)1 = (O32¢= M(32y1 —11) € MY (p1), ps2=p3 < D2,

we need to demonstrate that one may uniquely (up to isomorphisms) construct
from this information a pair of admissible matches

mso = (02(— M21 —)Il) c M;Z(pl)

sq mo1 (56)
my(o1) = (O34 M321) —121) € My (pa1), pa1 =p2 < p1,

and such that the property described in (6) holds. We begin by forming the
m32)1

SqPO-composite rule p(zay; =ps2 <<  p1, which results in the diagram

0; K Iy M, 0, K, L
O K Ni / Ky I Mgap ——— O ———— Ky ———— I
I

L N

O e Ny(z1) K. ! 321

by virtue of invoking SqPO-composition twice. A careful inspection of the defini-
tion of the SqPO-composition and of the analysis part of the SqPO concurrency
theorem permit to verify that the nature of all squares thus constructed coin-
cides precisely with the nature of the corresponding squares in the “=" part of
the proof.

Constructing the pullback My, = PB(ly — I3z < M(32y;) (which by the
universal property of pullbacks also leads to an arrow Ms; —O;) and forming
the three additional vertical squares on the far right in the evident fashion in
the diagram below

O,

S
L/

(58)

\
/
allows us to construct Na; = PO(I3¢— Ms; —O;1), which in turn via the universal
property of of pushouts induces an arrow Na; — N(32)1:

O — | —— Ky ———— 1 Os —

VAR 7
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The remaining new squares of the above diagram are constructed as follows:
Ké = PB(FQ — N(32)1 < Ngl) 0211 = PO(OQ < KQ — Ké) . (60)

Moreover, by virtue of vertical FPC composition, the square (K3, K3, N3(21), I3)
is an FPC, while via pushout composition the square (K}, K3, O321,03) is a
pushout.

Again, the nature of all squares constructed thus far coincides precisely with
the structure as presented in the “=-" part of the proof, with one notable excep-
tion: by virtue of vertical FPC-pullback decomposition, we may only conclude
that the square D(Ké,?g,N@z)l,Ngl) is an FPC (but at this point we do not
know whether it is also a pushout as in the analogous part of the diagram in
the “=" part of the proof). However, an auxiliary calculation demonstrates that
this square is in fact a pushout in disguise — consider the following “splitting”
of the relevant sub-part of the diagram as shown below:

Ky ——— I ~——— My,

anwanvd

O,

Kj ———— Ny

K — | —— Isp ~—|—— M3

- L)L L] e

Ky — | —— I3y ~—

M3 (a1)

anvan v

Oy

Ky —— N2

The precise steps are as follows: the front left square in the diagram above
left is an FPC; thus if one takes the pushout Na;r = PO(Ky < Kj — Naj)
as well as in the bottom back the pushout along the isomorphism of K} as
displayed (yielding the arrows in the middle), followed by taking the pullback

1 = PB(N3y, N(39)1,01) (which entails that the arrow Mjs(o;) — O] exists), it
is straightforward to verify that O] = O;. Invoking the van Kampen property
(recalling that by definition the right square on the bottom is a pushout), we find
that O(Ms(21), O1, Ny, I32) is a pushout. Thus by pushout-pushout decomposi-
tion, the square C(O7, O1, N(32)1, Ny, ) is a pushout, whence Ny; = Ny;. This in
summary entails'® that the square D(KQ,FQ,N(P,Q)l,Ngl) is not only an FPC,
but in fact also a pushout.

10 Coincidentally, at this point we are back into full structural analogy to the “=” part
of the proof, a necessary prerequisite for completing this part of the proof as it will
turn out.
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Back to the main proof, defining the pullback object
M3(21) = PB(Ig—) N(gg)l (*021) s

thus inducing an arrow Mzz — M(32)1,

|
| | (62)

—— My ———

it remains to verify that the square D(M(32)1, O21, N(32)1, I3) is not only a pull-
back, but also a pushout square. Let us construct the auxiliary diagram as de-
picted in Figure 4, with objects obtained via taking suitable pullbacks as indi-
cated. The four cubes that are drawn separately are the top, back, bottom and
front cubes induced via the newly constructed arrows, and are oriented such that
one may easily apply the van Kampen property in the next step of the proof
(which in most cases requires a suitable 3d-rotation).

Invoking pullback-pullback decomposition and the van Kampen property re-
peatedly, it may be verified that in the relevant sub-diagram as presented below

Mg 0, K> A My,
I3 32 Ky C 1(32)1
M3(21) — Oy +— K} «— B—|— 0O
I3 N1y K, D 0,

we find the following structure of the squares:

— All squares on the top are pushouts, except the second one from the right
(which is a pullback).

— The second and third square from the left in the back of the diagram are
pushouts, the other two back squares are pullbacks, with the same structure
for the front squares.

— Counting from left to right, the second and fourth square on the bottom are
pushouts, the other two are pullbacks.
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[

X+

Oy

0,

Xy

Oy

X2

Oz

0,

Xy +

K, I My, 0, K I

(47a)

Xo

K, I M Oy K I

| (47b)

(47¢)

Oy +——|— K}

Ky

(47d)

Fig. 3. Analysis part of the concurrency theorem.
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A— My

c Nia1y K} Ky
A=PB(Kz - I; « My) l
/K2 - 75 B = PB(K} N ¢ O1) /“‘ - "
Ky I Noy I
cube 1 (top) cube 2 (back)
0, K I Myy [ K I
/ ! | | |
e .
Oy K } K \
O3 — K Iy — My(21) —— O. Kj —|—— 1
/ / ~ / /
e e
O. K, e I
cube 3 (bottom) cube 4 (front)
O C
Oy ~———1D C =PB(KY — Inz + M(sap) D
D =PB(K; - N(32)1 + 01)
Ny ~— K} I3y ~—|—— M3,
Nz K, Neaan Oy

Fig. 4. Auxiliary diagram for the second part of the SqPO associativity proof.
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In particular, as indicated this entails that D = B. We proceed by performing
the following “splitting” of the diagram:

Moy | s O +— | —— KY

=
=
<
\
N

Start the “splitting” via taking the pushouts Nj, = PO(I3 < I3 — N32) (which
entails that N3, = N3g) and Oy = PO(Ms21) < M3z — O3). By pullback-
pullback decomposition followed by pushout-pullback decomposition, we may
conclude that the resulting square [(J(0%, N3,, I3, M3(21) is a pushout. Note also
that all vertical squares in the bottom left part of the diagram thus constructed
are pullbacks (by virtue of suitable pullback decompositions).

Next, construct the pullbacks F/Q = PB(N§; — N3(21) < K3) and K}’ =
PB(O) — 02 «+ K}). By pushout-pullback decomposition, in the diagram on
the right the top and bottom front squares and back squares in the second column
are pushouts, while the square (K%', K}, K2, K3) is a pullback. Performing
the precise same steps in the next column, i.e. via taking the pullbacks D’ =
F’B(F/2 — Ky + D) and B’ = PB(K}' — K} < B), we obtain via pushout-
pullback decomposition that the top and bottom front and top and bottom back
squares in the third column are pushouts, while the square O(B’, B, D, D’) is a
pullback. But since D = B and since by universal category theory isomorphisms
are stable under pullback, we conclude that D’ = B’, and thus that the square
O(B’, B, D, D’) is in fact a pushout.

By pushout composition, we may thus conclude that O(KJ5’, KQ,FQ,F;) isa
pushout, whence [J(0%, O21, N3(21), N3,) is a pushout, which finally allows us to
conclude that D(M3(21),021,N3(21),13) is a pushout. This concludes the proof
of the SqPO-type associativity theorem.

B.3 Proof of the theorem on SqPO rule algebra properties

Proof. Associativity of ©®g, follows from the associativity of the operation . <t .
proved in Theorem 3. The claim that Ry = §(& < @ — &) is the unit element
of the rule algebra R follows directly from the definition of the rule algebra
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product for Ry ®r R and RO Ry for R € R, More concretely, we present
below the category-theoretic composition calculation that underlies the equation
Ry Ores R=R:

o @ I} I} O«2 Kt
| Po | Frc \PO/ POC l PO l (65)
) 0 0 _ K——

Here, it is important to note that the pushout complement used to construct the
square marked POC always exists (see Lemma 2(1a)), whence the claim follows.

B.4 Proof of the SQPO canonical representation theorem

Proof. In order for p¢f to qualify as an algebra homomorphism (of unital asso-

ciative algebras R and End(C)), we must have (with Ry = 8(pg), ps = (&
@ — @)

(1) P& (Re) = g4
(i1) YR1, Ry € R : pid(Ry Ore Ra) = p(R1)pf (Ry) .
Due to linearity, it suffices to prove the two properties on basis elements §(p), d(q)

of R (for p,q € Lin(C)) and on basis elements |X) of C. Property (7) follows
directly from the definition,

VX €obj(C)x: pE(Ra)|X) D 3 (re)m(X)) = IX) .

meM;L (X)

Property (ii) follows from Theorem 2 (the SqPO-type concurrency theorem): for
all basis elements d§(p),d(q) € R (with p,¢ € Lin(C)) and for all X € obj(C),

pe (5(q) @ 5(p)) | X) 2 > péq<5<qgip>>lX>

deMg’(p)

NS (ra)x) (ra=q3p)

deM(p) eeM;S (X)

= 2 > an(pm(X)))  (via Thm. 2)

meEM? (X) neMg? (pm (X))

WS 5 6(@) (X))

meMp?(X)

0 (5(0)) £ (B 1X) -
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B.5 Proof of the SqPO stochastic mechanics framework theorem

Proof. By definition, the SqPO-type canonical representation of a generic rule
algebra element (O £r ) € Rc is a row-finite linear operator, since by virtue of
the finitarity of objects according to Assumption 2, for every object X € obj(C)
the set of SqPO-admissible matches M3?(X) of the associated linear rule p =

(O <& K 5 1) is finite. We may thus verify that the linear operator H possesses
all the required properties of a so-called @Q-matrix (or infinitesimal generator) of
a CTMC [41,1], i.e. its non-diagonal entries are non-negative, its diagonal entries
are finite, and furthermore the row sums of H are zero (whence H constitutes
a conservative and stable Q-matrix; compare (21) of Definition 9). It is crucial
to note that while originally H as a linear combination of representations of
rule algebra elements is only defined to act on finite linear combinations of
basis vectors |X) of C, an important mathematical result from the theory of
CTMCs entails that if a row-finite linear operator such as H is a stable and
conservative (Q-matrix, it extends to a linear operator on infinitely supported
distributions (here over basis vectors of C) with finite real coefficients (see e.g.
[1], Chapters 1 and 2). Moreover, the property (| H = 0 follows directly from the
defining equations (21) of Definition 9.

Let us prove next the claim on the precise structure of observables. Recall
that according to Definition 10, an observable O € O¢ must be a linear operator
in End(Sc) that acts diagonally on basis states | X) (for X € obj(()C)=), whence
that satisfies for all X € obj(C)x

OX) =wo(X)|X) (wo(X)€eR).

Comparing this equation to the definition of the SqPO-type canonical repre-
sentation (Definition 8) of a generic rule algebra basis element §(p) € R& (for

p=(0<& K 51)eLin(C)),

Dmemz(x) Pm (X)) if MJ9(X) # 0
0¢ else,

P& (0(p)) 1X) = {
we find that in order for p(d(p)) to be diagonal we must have
VX €0bj(C) :¥m € M)?(X): pn(X)=X.

But by definition of SqPO-type derivations of objects along admissible matches
(Definition 4), the only linear rules p € Lin(C) that have this special property
are precisely the rules of the form

dpr id s

Didy = (M —— M —% M).

In particular, defining O3} := p5 (8(pid,, ), e find that the eigenvalue wpse(X)
coincides with the cardinality of the set M>? . (X) of SqPO-admissible matches,

VX €0b(C):  O]X) = M3 (X)|-|X) .

Pid s
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This proves that the operators O37 form a basis of diagonal operators on End(é)
(and thus on End(Sc)) that can arise as linear combinations of representations
of rule algebra elements.

To prove the jump-closure property, note that it follows from Definition 4
that for an arbitrary linear rule p = (O <~ K = I) € Lin(C), a generic object
X € obj(C) and a monomorphism m : I — X, m is according to Definition 4
both a match of the rule p as well as of the rule p;q,. Evidently, the application
of the rule p to X along the match m produces an object p,,(X) that is in
general different from the object p;q, (X) produced by application of the rule
pid, to X along the match m. But by definition of the projection operator (]
(Definition 10),

VX € obj(C)~: (| X):=1g,

we find that
(Ipm(X)) = (| Pias,, (X)) =1,

whence we may prove the claim of the SqPO-type jump-closure property via
verifying it on arbitrary basis elements (with notations as above):

{5 (6(p)) [X) = IMZ(X)| = M1, (X)| = (| & ((pias)) 1X) -
Since X € obj(C)~ was chosen arbitrarily, we thus have indeed that
(loc(6(p)) = (| p& ((pia,)) -
This concludes the proof that our definition of continuous-time Markov chains

based upon SqPO-type rewriting rules is well-posed and yields all the requisite
properties.
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Metric Temporal Graph Logic
over Typed Attributed Graphs
(Short Version)

Holger Giese, Maria Maximova, Lucas Sakizloglou, and Sven Schneider

Hasso Plattner Institut, University of Potsdam, Germany

Discrete event dynamic systems generate possibly infinite state sequences. We
consider systems generating timed graph sequences where a non-constant amount
of time in R* elapses between two successive states and where these states are
given by graphs. Metric temporal logics can then be employed to characterize
the subset of all well-behaving dynamic timed systems specifying all timed graph
sequences that are admissible.

For this graph-based setting, we rely on the logic of nested graph condi-
tions [5] to specify a single graph occurring in a state sequence. We define nested
graph conditions over symbolic graphs, which represent node/edge attributions
by containing (a) node/edge attributes and variables as elements, (b) mappings
for each of these attributes to a node/edge and to a variable, and (c¢) constraints
over the set of variables contained in the graph. The following example shows
that the usage of attribute constraints is necessary for specifying symbolic graphs
when attribute values may range over an infinite set of values.

Ezample 1 (Nested Graph Condition over Symbolic Graphs). Let ¢ be the nested
graph condition that states the existence of a node of type : A with an attribute
value = x and an attribute constraint x > 3. Let G be the graph that contains a
node of type :A with an attribute value = y and an attribute constraint y = 5.
The satisfaction of @ by G is then proven using the monomorphism m that maps
the variable = to the variable y for which the implication y = 5 — m(x > 3)
is a tautology as can be decided by SMT solvers when the attribute constraints
range over booleans, integers, reals, and strings with their usual operations.

Nested graph conditions can describe invariants [3]. Metric temporal logics such
as MTL [6] support further operators such as the wuntil operator to describe
causal dependencies of occcurrences of graphs also incorporating an interval over
R} to describe when graphs must occur in a timed graph sequence. However,
properties such as “every task that is started is completed within 10 timeunits”
can not be expressed in MTL when there is no upper bound on the number
of tasks. In this property, tasks have individual deadlines and task completion
events must refer to the corresponding task creation events to prevent confusion
of these deadlines. Consequently, an unbounded number of tasks can then not
be expressed using a finite MTL formula.

In our paper [4], we extend the logic of nested graph conditions from above,
which supports a suitable binding mechanism via quantification, with the metric
temporal operator until resulting in the Metric Temporal Graph Logic (MTGL).

101



With this logic, we express properties on the structure and attributes of states
as well as on the occurrence of states over time that are related by their inner
structure, which no formal logic over graphs concisely accomplishes so far. For
example, we can express properties such as “every started task is completed
within 10 timeunits” using MTGL even when the number of concurrent tasks
is unbounded.

We provide fully-automatic support for MTGL in the form of the tool Au-
TOGRAPH in which we have implemented the following procedure for deciding
whether a timed graph sequence satisfies a given MTGL condition. Checking
satisfaction directly for timed graph sequences and MTGL conditions is difficult
when the MTGL condition contains nested occcurrences of the until operator.
We therefore developed an approach allowing us to reduce the MTGL satis-
faction problem to the satisfaction problem for nested graph conditions that is
well-supported in AUTOGRAPH. For this purpose, we (a) merge all information
contained in a timed graph sequence 7 into a single graph with history G where
creation and deletion times of graph elements are represented by additional at-
tributes and (b) convert the MTGL condition ¢ into a nested graph condition
¢’ replacing recursively MTGL operators by nested graph conditions that en-
code the semantics of these operators. This conversion procedure uses attribute
constraints to express the metric aspects related to intervals used in the wun-
til operator as well as references to the creation and deletion time attributes.
As a consequence, we then equivalently check using AUTOGRAPH whether the
obtained graph G satisfies the nested graph condition ¢’ instead of checking
whether the timed graph sequence 7 satisfies the MTGL condition ¢.

The proposed MTGL logic can be used (a) to specify timed graph sequences
as generated by timed graph transformation systems [2] and (b) in the field
of runtime monitoring where violations of temporal properties are to be de-
tected in timed sequences of states. Another logic used for runtime monitoring is
MFOTL [1], which assumes that states are given by sets of relations. Compared
to MFOTL, MTGL has distinct benefits such as its continuous semantics that
also reveals missing events and the direct support of binding of graph elements
as a natural extension of nested graph conditions.
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The logic of nested graph conditions (called conditions) [4] is applicable in various
application scenarios in which its conditions are used to specify sets of graphs.
We define conditions over typed symbolic graphs, which represent node/edge
attributions by containing (a) node/edge attributes and variables as elements,
(b) mappings for each of these attributes to a node/edge and to a variable, and
(c) constraints over the set of variables contained in the graph. The following
example shows that the usage of attribute constraints is necessary for specifying
symbolic graphs when attribute values may range over an infinite set of values.

Ezample 1 (Condition over Symbolic Graphs). If the condition ¢ states that an
attribute value = x must satisfy x > 3, then ¢ is satisfied by a graph G where an
attribute value = y is restricted to y = 5. This satisfaction is proven using the
monomorphism m that maps « to y for which y =5 — m(x > 3) is a tautology
as can be decided by SMT solvers. The satisfaction problem is decidable for
conditions when the satisfiability problem is decidable for the underlying data
algebra, which is the case when the attribute constraints range over booleans,
integers, reals, and strings with their usual operations.

The satisfiability problem is semi-decidable but undecidable for conditions as
they are equally expressive to first-order logic on graphs as introduced in [2].
The procedure SEEKSAT [6] terminates and gives the correct answer true, for
every satisfiable condition ¢. The sound resolution-based procedure PROCON [6]
targeted tautological conditions and was adapted in [5] into a tableau-based
procedure that also terminates when the condition ¢ is not satisfiable, which
means that the latter procedure is refutationally complete.

The model generation problem requires the generation of satisfying instances.
The procedure SEEKSAT from above also returns such a graph upon termination.
In translation-based approaches, conditions (for example from OCL) are trans-
lated to SAT or SMT solvers such as KODKOD and ALLOY [3,1], which are then
used for model generation. In approaches based on model rewriting, models are
generated by modification steps from initially given representations as in [11].

In our paper [9], we extend [5,8] (by adding support for attributes and
disambiguation as explained below) to an automatic reasoning procedure A for
conditions implemented in the tool AUTOGRAPH. Provided termination of the
procedure A for a given condition ¢, we obtain an equivalent rewriting in the
form of a finite disjunction of a set S of conditions ¢; = 3(G;, ¢}) where every G;
is a minimal graph satisfying the provided condition ¢. We call the conditions 1);
symbolic models as each 9} describes how the symbolic graph G; can be extended
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to further satisfying graphs. Moreover, A has the following properties supporting
an extended form of model generation.

— & jointly covers all graphs G satisfying the condition ¢ (completeness of S),

— &S does not cover any graph G violating the condition ¢ (soundness of S),

— & has no strict complete subset (compactness of S),

— & allows for each of its symbolic models the immediate extraction of a finite
minimal graph G that satisfies the condition ¢ (minimal representable S),

— &S allows for an enumeration of further finite graphs G satisfying the condi-
tion ¢ (explorable S).

While A does not terminate in general, it is refutationally complete and gradually
generates S, which can be exploited in cases where A does not terminate, does
not terminate in a given duration, or where only a certain number of minimal
models are to be obtained. Finally, we developed additional operations adapt-
ing S such that the resulting symbolic models describe disjoint sets of graphs
enforcing a notion of nonambiguity among symbolic models.

Besides the refutationally complete check for satisfiability, the rewriting em-
ployed in A can be understood to result in a more explicit representation that
may ease subsequent operations due to its restricted syntactical form and that
may be more comprehensible supporting the validation of the original condi-
tion ¢. Moreover, the procedure A has been applied recently in a graph repair
approach in [10] where repairs are generated from the minimal models gener-
ated here. The generation of complete sets of minimal models is a distinguishing
feature when comparing to the previoulsy mentioned related approaches.
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Logic-based methods have come a long way over recent years. Improvements
in the usability and scalability of tools have led to significant advances in the
automation of hard computational problems in software engineering. Automated,
formal verification, design space exploration, among others, requiring scalable
solutions to constraint satisfaction or optimisation problems.

The analysis of graph transformation systems involves a variety of hard com-
putational problems, including dynamic techniques such as execution, simulation
or unfolding of systems, the membership problem for graph grammars, reach-
ability and model checking problems, as well as static techniques such as the
analyses of critical pairs, the verification and enforcement of graph constraints
as invariants and the verification of systems based on a calculus of weakest pre-
conditions. Many of these problems also arise in other contexts where state- and
rule-based models or programs are analysed. One might expect that solutions
adopted in software engineering more widely are also applicable to graph trans-
formation systems, despite the fact that they are nor particularly designed for
our domain. This suggests a translation-based approach where (typically logic-
based) specifications are extracted and analysed in their own domain.

On the other hand, solutions to our analysis problems are often based on
theoretical results that take into account the specific features of graph transfor-
mations, such as their inherent non-determinism and concurrency, the complex
non-linear structure of graphs, the properties of particular approaches and for-
malisations, and restrictions including context freeness or monotonicity. As a
consequence, the majority of existing solutions are native ones, providing be-
spoke analysis tools for graph transformation systems and grammars.

The aim of this session is two-fold, to discuss the pros and cons of native
vs translation-based approaches to the analysis of graph transformation systems
and, for the latter, understand some of the design choices such as selecting the
right logics and tools, choosing an appropriate encoding, etc.

We start the session with an overview of a range of analysis problems and
solutions to establish the state of the art of this area as well as its open problems.

Then we review and compare native vs. translation-based solutions to anal-
ysis problems from the literature and discuss reported experiments aimed at
evaluating these solutions. We will consider, in particular, the literature on the
use of SAT and SMT solvers, which have seen some of the most impressive recent
advances in technology, for solving analysis problems of graph transformations.
We conclude with short contributions from the audience and a general panel
discussion.
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